Light scattering by ice crystals of cirrus clouds: From exact numerical methods to physical-optics approximation
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1. Introduction

Light scattering by ice crystals of cirrus clouds is a challenging problem in the atmospheric optics. On the one hand, the radiative properties of cirrus clouds like the optical depth, extinction and scattering coefficients along with their phase function or, more generally, the Mueller matrix, are needed to incorporate in the numerical models of the Earth’s radiative balance [1,2]. At present, these radiative properties are poorly known and they are one of the main sources of uncertainties in numerical climate models [3,4]. On the other hand, interpretation of the data obtained by remote sensing instruments sounding cirrus clouds should be based on the solution of the basic problem of light scattering by one ice crystal averaged over statistical ensembles of the crystals. This problem has not been satisfactorily solved yet [5]. The main obstacle in solving this problem is a great variation of the crystal size, where the size occurring in the cirrus range from a few microns up to millimeters [6,7].

Any numerical solution to the problem of light scattering by nonspherical particles crucially depends on the magnitude of the so-called size parameter. In this paper we define the size parameter as $s = 2\pi a/\lambda$, where $a$ is the maximum size of the particle and $\lambda$ is the incident wavelength, while previously we did not use the factor $2\pi$. When the size parameter of the ice crystals is moderately small, e.g. $s \leq 150$, a number of exact numerical methods based on the Maxwell equations such as the finite difference time domain (FDTD) and the discontinuous Galerkin time domain (DGTD) in order to estimate its accuracy and limits of applicability. It is shown that the accuracy of the physical-optics approximation is estimated as 95% for the averaged backscattering Mueller matrix for particles with size parameter more than 120. Furthermore, the simple expression that allows one to estimate the minimal number of particle orientations required for appropriate spatial averaging has been derived.
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scattering direction.

To include diffraction to the problem of light scattering by large ice crystals of cirrus clouds $s > 150$, we extended the geometric-optics approximation to the physical-optics (PO) one [26–28] similarly as in the classical diffraction theory [29,30]. As a result, our PO code allowed us to resolve the above mentioned infinite backscattering of randomly oriented crystals [31]. It is worth noting that several other codes taking into account diffraction were developed in application to cirrus optics by other authors, too. In particular, the so-called improved geometric-optics method (IGOM) and the geometric-optics integral equation method (GOIE) have been used by Yang et al. [21] for long. However, it was recently noticed that the genuine IGOM code failed to calculate the backscattering for cirrus clouds [32], and the authors had to add an empirical correction [33]. Also, recently Bi et al. [34,35] have proposed the code which is similar to our PO code but it has not been applied yet to real cirrus clouds.

An advantage of the PO is its applicability to the particles with a large size parameter. Indeed, this approximation is based on the assumption that the scattered field on the particle surface is replaced by the field obtained by the geometric-optics laws. Of course, it is not valid for small particles $s \approx \lambda$ but with increasing size parameter, the scattered field both inside a crystal and on its surface approaches the geometric-optics value. The accuracy of this method increases with the magnitude of the size parameter. Thus, the PO seems to be the best method to calculate the optical properties of the large-size fraction of cirrus clouds, especially in terms of the calculation time.

In our previous paper [36] we have compared three formulations of the PO and proved that only the PO based on (E,M)-diffraction theory looks reliable. We also have briefly compared PO results for a particle with fixed orientation with results obtained by a numerically exact method – the discontinuous Galerkin time-domain (DGTD). That illustrative comparison showed that the agreement is quite good within three diffraction fringes but some discrepancies had to be studied thoroughly. The aim of this paper is to estimate accuracy and determine the limits of applicability of the PO in the case of backscattering, which is crucial for lidar studies. We compare the PO solution with two solutions obtained independently by different exact numerical methods, namely, the DGTD (German coauthors) [37,38] and the FDTD (Japan coauthors) [10] to avoid a mistake. It is worth noting that there are other methods to compare with, e.g. T-matrix [13–15] or DDA [16–19], but we think that the comparison with these two independent methods is reliable. Since the capability of up-to-date computers allows one to solve effectively the light scattering problem by randomly oriented non-spherical particles using the exact numerical methods for size parameters up to $s \approx 150$, we compare light scattering by hexagonal ice plates of the diameters 10 μm ($s \approx 120$) and 5 μm ($s \approx 60$) at the incident wavelength of 0.532 μm. In this case, the accuracy of the PO is rather high and the solutions obtained by the exact numerical methods and the physical-optics one should be close. For simplicity, we did not take into account absorption.

The paper is organized as follows. Section 2 presents our PO code. Section 3 presents the comparison of the scattered fields obtained by the DGTD and FDTD methods and the PO for a particle with fixed orientation. In Section 4 the accuracy of the PO is numerically studied for the case of arbitrary oriented crystals. The question of appropriate averaging over particle orientations is also considered in the section. Conclusion summarizes the obtained results.

2. Physical-optics approximation

For convenience, this section gives a brief overview of our physical-optics approximation. The PO code is described in more details in the previous paper [36]. It is worth noting that we have changed the approximation as compared to [28,31,39] by replacing the E-diffraction theory for the (E,M)-diffraction theory. Moreover, this section gives more attention to the shadow-forming beam.

In the problem of light scattering by large particles, as compared with the incident wavelength, the PO can be strictly defined by means of two following steps [28]. First, the exact scattered field both inside the particle and on its surface should be replaced by the scattered field obtained within the geometric-optics approximation. Then, outside the particle, the scattered field is found as the result of the propagation of the field, which is determined on the particle surface, to any observation point using the Maxwell equations.

If a particle is faceted like an ice crystal of cirrus clouds, the geometric-optics field on the crystal surface consists of a set of plane-parallel beams with various polygonal shapes and localizations leaving the crystal facets in the different directions $n_i$. In the far zone of the crystal, i.e. at the distance $R > a^2/\lambda$, every beam undergoes the Fraunhofer diffraction according to the Maxwell equations. As a result, the diffraction pattern appears on the scattering direction sphere $n_i$ around the initial propagation direction $n_i$ for any beam.

Let the crystal be illuminated by the incident plane wave

$$E_{inc}(r) = E_{0}e^{i\mathbf{k}\mathbf{r}},$$

(1)

where $E_{inc}(r)$ is the transverse electric field, $r$ is a point in 3D space, and $k = 2\pi/\lambda$. In the far zone, the scattered field becomes the diverging spherical wave

$$E_{sca}(r) = \mathbf{F}(n)E_{0}e^{i\mathbf{k}\mathbf{r}}/R,$$

(2)

where $R = \mathbf{r} \cdot \mathbf{n}$, $\mathbf{n} = \mathbf{r}/|\mathbf{r}|$ is the scattering direction, and $\mathbf{F}$ is the complex-valued scattering amplitude. The transformation of the incident wave of Eq. (1) into the scattered wave of Eq. (2) is generally described by the $2 \times 2$ complex-valued Jones matrix

$$\mathbf{F}(n) = \mathbf{J}(n)\mathbf{E}_0.$$

(3)

Finding of the Jones matrix is the full solution to a scattering problem because the Jones matrix determines the scattered field for the arbitrary polarization of incident waves. It is often convenient to describe the polarization of an incident wave by the Stokes vector $I$. In this case, the Stokes vector of the scattered wave is transformed by means of the $4 \times 4$ Mueller matrix $\mathbf{M}(n)$ like Eq. (3)

$$\mathbf{I}_{sca}(n) = \mathbf{M}(n)\mathbf{I}_{inc},$$

(4)

where the Mueller matrix can be expressed through the Jones matrix (see e.g., [40]).

To determine the Jones or Mueller matrices explicitly, we need to consider the scattered field on the crystal surface in details. The geometric-optics scattered field on the crystal surface becomes obviously the superposition of the plane-parallel beams $\mathbf{E}(r)$, i.e.

$$E_{sca}(r) = \sum_{j} \mathbf{E}_j(r).$$

(5)

Every beam, both on the crystal surface and in the near zone around the crystal, has the form of Eq. (1) except for its finite transverse size.

In the superposition of Eq. (5), the case of $j = 0$ is reserved for a specific component of the geometric-optics scattered field called the shadow-forming field [28].

Let us explain the useful concept of the shadow-forming field. This component appears automatically if one uses the general definition of the total field as the superposition of the incident and scattered waves:
\[ \mathbf{E}(\mathbf{r}) = \mathbf{E}_{\text{inc}}(\mathbf{r}) + \mathbf{E}_{\text{scat}}(\mathbf{r}). \]

Indeed, for illustration, consider the non-illuminated (i.e. shaded) part of the crystal surface if the particle is absolutely absorbing. In this case, the total field obviously vanishes \( \mathbf{E}(\mathbf{r}) = 0 \) on the shaded part of the surface. Thus, we arrive at the following equation on the shaded part of the surface

\[ \mathbf{E}_{\text{scat}}(\mathbf{r}) = - \mathbf{E}_{\text{inc}}(\mathbf{r}) \]

proving the appearance of the shadow-forming field.

Then consider a non-absorbing crystal. Here the scattered beams of the superposition (5) can leave the crystal surface from arbitrary facets and in arbitrary directions including the incident direction \( \mathbf{n}_0 \). We state that it is useful to complete the superposition of the geometric-optics scattered beams of Eq. (5) with the shadow-forming beam, which is strictly defined as

\[ \mathbf{E}^0(\mathbf{r}) = \begin{cases} - \mathbf{E}_{\text{inc}}(\mathbf{r}) & \text{on the shaded part of the particle,} \\ 0 & \text{otherwise.} \end{cases} \]

Note that this concept is quite general; it is applicable to particles of arbitrary shapes and absorbing properties. In the near zone of a particle, the shadow-forming beam propagates in the same direction \( \mathbf{n}_0 \) as the incident wave of Eq. (1) but it is in the antiphase to the incident wave according to the factor of \((-1)\). Its transverse shape exactly corresponds to the geometric-optics shade of the particle.

Thus, in other words, the shadow-forming component of Eq. (8) is the inevitable component of both geometric-optics and physical-optics approximations. In the light of this concept, a lot of optical phenomena become physically obvious. In particular, the phenomenon of the so-called anomalous diffraction [41] is readily explained by interference between the shadow-forming and transmitted beams [42], and so on.

Therefore, in the superposition of Eq. (5), the index \( j = 0 \) corresponds to the shadow-forming beam of Eq. (8), while the other beams \( j > 0 \) are found numerically, for example, using the beam-splitting code.

After the scattered field on a crystal surface is found, it is transformed to the far zone within the physical-optics approximation [36]. As known, if a scattered field is given on any particle surface \( S \), this field in the arbitrary point \( \mathbf{r} \) outside the particle is strictly determined as an integral over the surface, this integral being the consequence of the Maxwell equations (see, e.g., [9], Eq. (10.87))

\[ \mathbf{E}_{\text{scat}}(\mathbf{r}) = \int_S \left( \mathbf{N} \cdot \nabla \mathbf{r} - \mathbf{G}(\mathbf{r}, \mathbf{r}') \right) \mathbf{E}_{\text{scat}}(\mathbf{r}') d\rho', \]

where \( \mathbf{N} \) is the outward normal to the surface, \( \mathbf{G}(\mathbf{r}, \mathbf{r}') \) is the Green function of free space, and \( d\rho' \) is the area element of the surface \( S \). In the far zone, where \( |\mathbf{r} - \mathbf{r}'| \approx R - \mathbf{n}_0 \mathbf{r} \), Eq. (9) is reduced to the following integral for the scattering amplitude ([29], Eq. (10.92))

\[ \mathbf{F}(\mathbf{n}) = \left[ i/(2\lambda) \right] \mathbf{n} \times \int \exp(-ik\mathbf{n}\mathbf{r}') \left[ \mathbf{N} \times \mathbf{E}_{\text{scat}}(\mathbf{r}') \right] d\rho', \]

Substitution of the near-zone field of Eq. (5) in Eq. (10) transforms the scattered field into a superposition of diverging spherical waves with the scattering amplitudes

\[ \mathbf{F}_j(\mathbf{n}) = \frac{1}{2\pi} \exp(i\eta j) \mathbf{n} \times \left[ \left[ \mathbf{N} \times \mathbf{E}_j \right] + \left[ \mathbf{N} \times (\mathbf{n} \times \mathbf{E}_j) \times \mathbf{n} \right] \right] \times \int \exp[i(k|\mathbf{n}_j - \mathbf{n}|\rho) - k|\mathbf{n}|\rho)] d\rho, \]

where \( \eta \) is the shape function.

It is worth noting that in the classical theory of diffraction dealing with the transmission of any incident wave through a hole in a screen, the integral (10) with the substitution of \( \mathbf{E}_{\text{scat}}(\mathbf{r}') = \mathbf{E}_{\text{inc}}(\mathbf{r}') \) is called the Kirchhoff approximation, the (E,M)-diffraction theory. Here two other approximations associated with names of Rayleigh and Sommerfeld (the E and M diffraction theories) are often used when only one of the terms enclosed in the square brackets in Eq. (11) remains after doubling [29,30].

In our previous papers [31,39], within the E-diffraction theory, we used only the first doubled term of Eq. (11) since both terms of Eq. (11) were approximately equal for the small scattering angles \( \mathbf{n} \approx \mathbf{n}_0 \). However, when a beam leaves a crystal facet at the grazing angle, both terms become noticeably different. Therefore, in the light scattering problem, Eq. (11) including both the terms seems to be more reasonable, see [36]. Indeed, an argument in favor of both terms is that they both follow directly from the Maxwell equations.

Thus, our PO algorithm calculating the field scattered by an ice crystal consists of two parts. First, all characteristics of the plane-parallel beams leaving a crystal surface are found by means of the beam-splitting code [43]. Second, the diffraction of the beams is calculated using Eq. (11).

### 3. Normally illuminated hexagonal ice plate

For comparison of solutions to the light scattering problem by different numerical methods, we consider the simplest case of normal illumination of a hexagonal ice plate (Fig. 1). The incident wavelength is 0.532 µm and the refractive index is assumed as 1.3116. Two diameters of the plate of 10 µm and 5 µm with the plate thicknesses of 5.79 µm and 2.895 µm, respectively, are used.

As shown in Fig. 1(a), here only three plane-parallel beams are formed in the near zone of the crystal. They are the shadow-forming \( \mathbf{E}^0 \), the forward scattered \( \mathbf{E}^1 \) and the backscattered \( \mathbf{E}^2 \) beams

\[ \mathbf{E}^0(x) + \mathbf{E}^1(x) = (1 + \exp(i\eta y, z)e^{i\kappa}E_0) \] for \( x > l/2, \)

\[ \mathbf{E}^2(x) = \exp(i\kappa y, z)e^{-i\kappa}E_0 \] for \( x < -l/2, \)

where \( l \) is the crystal thickness and \( r \) and \( r \) are the transmissivity and reflectivity, respectively, obeying the energy conservation law \( t^2 + r^2 = 1 \) for non-absorptive crystals.

Amplitudes and phases of the forward and backward scattered beams can be taken from the well-known problem of transmission and reflection of light for a plane-parallel plate. Otherwise, this reflected and transmitted light can be obtained as a series of successive acts of re-reflections inside the crystal by the front and rear facets that is easily modeled by the beam-splitting code. In our calculations, we limit the beam-splitting code by 10 reflected/refracted events which correspond to more than 99.99% scattered energy. In the far zone, the surface integral of Eq. (11) corresponds to the diffraction pattern from a hexagonal hole in a screen shown in Fig. 1(b).

The scattered field at any direction \( \mathbf{n} \) is characterized, in general, by the 2 × 2 complex-valued Jones matrix of Eq. (3) or by the real-valued 4 × 4 Mueller matrix of Eq. (4). The intensities of the scattered field in any scattering direction obtained by the PO and the EMTD method are presented in Fig. 2. We see that the scattered fields match each other qualitative, however, there is some quantitative difference.

To avoid comparison of these 2D numerical data, we have averaged the Mueller matrices over the azimuth angle \( \phi \). The above Mueller matrices also correspond to averaging over crystal
rotation around the $x$-axis. As known [40–42], the averaged matrices for particles having plane of symmetry have 6 independent non-zero elements

$$
\mathbf{M}(\theta) = \begin{pmatrix}
M_{11}(\theta) & M_{12}(\theta) & 0 & 0 \\
M_{21}(\theta) & M_{22}(\theta) & 0 & 0 \\
0 & 0 & M_{33}(\theta) & M_{34}(\theta) \\
0 & 0 & -M_{34}(\theta) & M_{44}(\theta)
\end{pmatrix},
$$

where $M_{11}(\theta)$ is the differential scattering cross-section and the other elements are responsible for polarization.

The normalized differential scattering cross section $M_{11}(\theta) = M_{11}(\theta)/M_{11}(0)$ obtained by two exact methods for the plate diameter of 10 $\mu$m is presented in Fig. 3. It should be noted that the results of the comparison of the DGTD and the PO for the 10 $\mu$m particle have already been presented in [36]. Here we compare these results with the FDTD and pay more attention to the forward and backward scattering directions. We see that these data completely coincide with each other for the quantities larger than $10^{-5}$. On the one hand, this fact proves reliability of both methods. On the other hand, it shows accuracy of the data obtained. Namely, the small values of $M_{11}(\theta)$ that are less than $10^{-5}$ within the interval 70–175$^\circ$ of the scattering angles reveal some dispersion. Consequently, the quantity $10^{-5}$ can be assumed as the low limit of these calculations. The discrepancy of these two numerically exact methods within the interval 70–175$^\circ$ of the scattering angles is caused by differences of particle discretization or imperfection of numerical integration procedures of these methods. Moreover, these two methods are numerical and the difference is close to numerical accuracy. One can see that the results of the DGTD and the FDTD seems to be different for the first diffraction minimum at the point of about 4 degrees (Fig. 3), but Fig. 5 shows that this discrepancy is due to small spatial resolution of the solutions.

Fig. 4 shows the comparison of the same values as in Fig. 3 obtained by the DGTD and the PO methods. In this case, the data agree with each other for the quantities larger than $10^{-4}$. This agreement takes place near the forward and backward scattering directions that are the propagation directions of the near-zone beams (Fig. 1(a)).

For a detailed study of this agreement, the vicinities of the forward and backward scattering directions are shown in Figs. 5 and 6 at an expanded scale. To interpret these data, let us come back to Fig. 1(b) where the scattering or diffraction pattern is shown without averaging over the azimuth angle $\phi$. As known [29,30], any Fraunhofer diffraction pattern consists of diffraction fringes of different orders. Numbering the fringes from the center, let us attribute the first order to the central bright fringe of Fig. 1(b), the second order to the next bright fringe, and so on. Comparing Figs. 1(b) and 4 we see that the bright fringes in Fig. 4 are
Thus, Fig. 5 proves that the PO and the exact methods agree very closely within 5 diffraction fringes near the forward direction. As for the backward direction shown in Fig. 6, the data coincide within 3 diffraction fringes.

This coincidence can be easily explained [36]. Indeed, the PO assumes that the scattered field in the near zone is the step-like function due to the shape function of Eq. (11). The same shape function is used in the classical theory of diffraction dealing with penetration of light through a hole in a screen [29,30]. As known in the diffraction theory, the main difference between the incident and the exact fields inside the hole is that the step of the incident field at the edge of the hole should be replaced by a narrow strip of thickness of a few wavelengths smoothing this step. In the far zone, this strip does not practically correct the diffraction fringes of the low orders shifting the corrections to the fringes of the higher orders. Since the strip thickness weakly depends on the hole diameter, the border of corrections depends, mainly, on the size parameter. In particular, when the size parameter is larger, the border of corrections is shifted to higher fringe orders. It is obvious that in the light scattering problem, the strip also should appear in the exact field formed on an exit crystal facet. As a result, the diffraction fringes of low orders obtained by the PO agree well with the data obtained by the exact methods. The border of corrections of the diffraction fringes depends on the crystal size parameters. This statement is supported by the comparison of the data in Figs. 4 and 7 obtained for the crystals of the diameters of 10 μm and 5 μm with size parameters $s = 120$ and $s = 60$, respectively. We see in Fig. 7 that in the case of the diameter of 5 μm that the corrections become essential in the third fringe near the forward direction and in the second fringe near the backward one.

In addition to the distortions of the Fraunhofer diffraction fringes near the forward and backward directions, the exact solutions in Figs. 4 and 7 also demonstrate two hills at large scattering angles of about 60 and 120°. These hills cannot be explained by the strips. They should be associated with some transverse structure of the exact scattered field on the exit facets which is unknown. However, these hills are obtained for the fixed crystal orientation, which is hardly interesting for practice. Moreover, their magnitudes decrease with the crystal size parameter as shown in Figs. 4 and 7. Therefore, the main result of this section is that the PO and the exact methods coincide in the vicinity of the scattering directions corresponding to the geometric-optics propagation directions of the plane-parallel beams of the near zone. The minimal limit of applicability of PO is about $s \approx 100$.

In addition to the normalized scattering cross sections shown in the above figures, all elements of the Mueller matrices were calculated using both the exact and the PO methods as well. These elements reveal similar regularities. As an example, Figs. 8 and 9 present the normalized quantity $\theta_\lambda(\theta) = M_{\lambda\lambda}(\theta)/M_{\lambda\lambda}(0)$ in the vicinity of the backward direction.
vicinity of the forward and backward scattering directions. As in Figs. 5 and 6, we obtain close agreement between the PO and the numerically exact quantities within 5 diffraction fringes in the forward direction and 3 diffraction fringes in the backward one. In Fig. 9, the value $M_{33}(\theta)$ is negative in the PO while the exact methods at $\theta < 165^\circ$ give small positive quantities of about $10^{-6}$. This discrepancy could be caused by either inaccuracy of the PO or by round-off errors of the exact methods for the small quantities. The other diagonal elements of the Mueller matrix show the same regularities as in Figs. 8 and 9. As for the off-diagonal elements, they are small ($10^{-4}$) and dispersed. Therefore, they are not presented.

Thus, we have shown that the accuracy of the PO depends on the size parameter of a crystal particle, with the accuracy increasing with the size parameter. In particular, for the hexagonal ice plate of the diameter of 10 $\mu$m and the wavelength of 0.532 $\mu$m, the PO gives reliable data within, at least, 3 diffraction fringes.

### 4. Averaging over crystal orientations

In Section 3, we have considered the case of a crystal with a fixed spatial orientation. This case is of no practical interest since orientations of the ice crystals occurring in the atmosphere are always statistically distributed according to some laws. These laws are changed from the preferably horizontal orientation, on the one side, to the random orientation, on the other side.

The drawback of any exact numerical method solving the problem of light scattering by the ice crystals is its computational cost for a given crystal orientation. Therefore, averaging of the Mueller matrix over crystal orientations using the exact methods becomes a challenging problem. On the contrary, it can be solved at moderate computational costs by the PO.

To begin with, let us answer the question: how many orientations are needed to make an appropriate averaging? The geometric optics solutions for randomly oriented particles usually average over thousands or billions orientations [43], i.e. Macke used 30000 orientations [22]. Some exact numerical solutions take into account few orientations, i.e. Liu takes 48 orientations [44], Collier takes 6 orientations [45].

Averaging over particle orientations means averaging over three Euler angles: $\alpha$, $\beta$, $\gamma$ [46]. For the exact backscattering direction, which is important for lidar studies, averaging over $\alpha$ angle can be done analytically. Moreover, it has no effect on the differential scattering cross section. Taking into account the symmetry of a hexagonal particle, the number of orientations for the $\gamma$ angle decreases 6 times, and for the $\beta$ angle it is twice as little.

Now let us have a look at the typical dependence of the differential scattering cross section in the backscattering direction on the slope angle $\beta$ after averaging over $\gamma$ angle (Fig. 10). Here we can see three different parts: the first one (0–10°) is the oscillations caused by the diffraction on the hexagonal facet of the crystal; the second one (10–87°) is the corner reflection predomination [46,47]; the third one (87–90°) is the oscillations caused by the diffraction on the rectangular facets of the crystal. We can see that appropriate averaging requires, at least, 3 points on each diffraction fringe.

Now let us show the dependence of the averaged differential scattering cross section in the exact backscattering direction on the number of particle orientations, see Fig. 11. Here, for simplicity, we let the same number of orientations for both $\beta$ and $\gamma$ angle intervals. One can suppose that the solution converges at 576 (24x24) orientations. To refute this assumption, Fig. 12 shows the profile for 4624 (68x68) orientations (blue line). We can see in Fig. 11 that only two points fall on the first diffraction fringe and the differential scattering cross section cannot be integrated properly. Appropriate averaging for the 10 $\mu$m particle, in this case, has to be done over more than 17161 (131x131) orientations. Our calculations show that the same is true for all the Mueller matrix elements. In spite of the fact that the above mentioned results were obtained within the PO, any exact numerical solution requires no fewer orientations for spatial averaging.

![Fig. 8. The same data as in Fig. 5 for the normalized element $M_{13}$.](image)

![Fig. 9. The same data as in Fig. 6 for the normalized element $M_{33}$.](image)

![Fig. 10. The typical dependence of the differential scattering cross section in the backscattering direction after averaging over $\gamma$ angle for 10 $\mu$m particle.](image)
averaging, we cannot compare the numerical data for the randomly oriented particle as it was done in Section 2. Nevertheless, some estimation can be obtained within the framework of the PO.

In Section 2 we show that the PO gives reliable results only within a finite domain of the scattering directions. Therefore, one might suppose that the accuracy of the PO for the averaged Mueller matrices is low. In reality, the situation is the opposite. Indeed, consider, for example, the case of random crystal orientations. Here any scattered field of Eq. (11) moves on the scattering direction sphere more or less uniformly because of the random orientations. As a result, an observer detects some integrated value rather than the values for a fixed crystal orientation.

In this section, we show that the accuracy of the PO is rather high for the averaged backscattering Mueller matrices because of the integration of the diffraction patterns.

Let us consider the following scheme often used in practice. A vertically pointing lidar sounds the hexagonal ice plates whose orientations can be continuously varied from the horizontal to random ones [51,52]. The probability distribution function over orientations is assumed as follows. Denote the plate tilt as \( \beta = \arccos(zN) \), where \( z \) is the vertical directed upward and \( N \) is the normal to a hexagonal facet. Assume that the plate orientations are uniformly distributed relative to the rotations about both the normal \( N \) and the vertical \( z, \gamma \) and \( \alpha \) angles respectively. As for the particle tilts, we assume the truncated Gaussian probability distribution with the effective tilt angle \( \beta_{\text{eff}} \)

\[
p(\alpha, \beta, \gamma) = \frac{1}{2\pi} \exp\left(-\frac{\beta^2}{2\beta_{\text{eff}}^2}\right) \int_0^{\pi/2} \exp\left(-\beta^2/2\beta_{\text{eff}}^2\right) \sin \beta d\beta,
\]

where the limit cases \( \beta_{\text{eff}} = 0 \) and \( \beta_{\text{eff}} = \pi/2 \) correspond to either horizontal or quasi-random orientations, respectively.

Lidars detect only the backscattering described by the Mueller matrix \( M(\varepsilon) \). As known [40,41], for the given orientation distribution, the symmetry reduces the averaged Mueller matrix for vertically pointed lidars to the diagonal view

\[
M(\varepsilon) = \sigma \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 - d & 0 & 0 \\
0 & 0 & d - 1 & 0 \\
0 & 0 & 0 & 2d - 1
\end{pmatrix}
\]

Here only two quantities, the backscattering cross section \( \sigma \) and the depolarization parameter \( d \), can be obtained from measurements. The linear \( \delta_l \) and circular \( \delta_c \) depolarization ratios are simply connected with the depolarization parameter:

\[
\delta_l = d/(2 - d), \quad \delta_c = d/(1 - d).
\]

In our PO code, we first calculate 16 elements of the backscattering Mueller matrix for all crystal orientations. Then these matrices are averaged numerically according to the given orientation probability distribution of Eq. (17). Finally, we obtain the quantities \( \sigma \) and \( d \) of Eq. (18) that are detected in lidar research.

Our estimation of the accuracy of the PO is based on the following physical arguments. When one considers any integral of the Fraunhofer diffraction pattern like Fig. 1(b), this integral is formed predominantly by the contributions from a few fringes of a low order. The diffraction fringes of high orders give usually negligible contribution. In the case of a circle, for example, three first fringes give 84%, 7%, and 3% of the exact magnitude of the integral, respectively, while about 5% are contributed by the other fringes.

We have calculated the quantities \( \sigma \) and \( d \) using our PO code with three different scattering amplitudes of Eq. (11): \( F, F_s \) and \( F_0 \).
where $F$ is the exact function while $F_3$ and $F_5$ are the functions truncated by the diffraction fringes of more than the 3-d and 5-th orders, respectively. The order of the fringes is easily found using our code as an integer part of the ratio $(n - m)\rho/\lambda$ in the integrand of Eq. (11). Here, for example, the function $F_5$ includes the diffraction fringes up to the 5-th order and discards the fringes of higher orders.

The results are presented in Figs. 13–16. We see that the contribution of the fringes of more than the 3-d order is less than about 2% of the quantities calculated with the exact function $F$. Consequently, the quantities $\sigma$ and $d$ obtained are the results of integration mainly of the diffraction fringes of no more than the 3-d order. As known for the circular beams, the integral of three diffraction fringes approach the total integral with the accuracy of 95%. Though the near-zone beams for the crystals are not circular, averaging over orientations should smooth the dependence on the beam shapes. Consequently, similarly, we can suppose that the accuracy of the data shown in Figs. 13–16 should be no worse than 95% of the data that could be obtained by the exact methods. This conclusion is valid for the crystals with the size parameter more than 20 according to the discussion in Section 2.

5. Conclusion

The exact numerical methods solving the problem of light scattering by ice crystals of cirrus clouds using the Maxwell equations are effective only if the size parameter is less than 150. The physical-optics approximation, on the contrary, is effective for large values of the size parameter. In this paper we have succeeded in comparing these methods for the size parameters of about 120, where both approaches overlap.

We show, that the exact and physical-optics solutions agree very closely within several first diffraction fringes about the centers of the diffraction patterns. In particular, for the size parameter of 120 the diffraction fringes of the physical-optics approximation deviate from the exact counterparts beginning from the fourth diffraction fringe. As a result, the accuracy of the physical-optics approximation for the backscattering Mueller matrix averaged over crystal orientation is estimated as 95% for the crystals with the size parameter larger than 120. We also showed that the PO should not be applied to the particle with the size parameter less than 100 because of the accuracy issue.

We have derived a simple expression that allows one to estimate the minimal number of particle orientations required for appropriate spatial averaging. We have also showed that for a typical particle of cirrus cloud, which is a 100 $\mu$m (the size parameter is about 1200) randomly oriented hexagonal ice crystal, over a billion orientations are needed for appropriate averaging in the case of uniform spatial grid. This makes the exact numerical
methods inapplicable to solve the problem of visible light scattering by crystals of cirrus clouds because of their computational cost. In this situation, the physical optics approximation looks a very promising tool.
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