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WELCOME TO GERMAN-KOREAN SYMPOSIUM 2004 AT AACHEN 

 
Based on the Agreement between the German science foundation Deutsche 
Forschungsgemeinschaft (DFG) and the Korean Science Foundation (KOSEF), joint 
seminars on Power Electronics and Electrical Drives have been held several times. At 
these events, results of research were presented, new ideas were exchanged and many 
contacts and visits were initialized between participating institutes.  

In the past, these bilateral symposiums were organized each time in Korea where the 
German attendants experienced great hospitality. Therefore, it is with great pleasure that 
the German organizers can welcome their Korean colleagues at a symposium in Germany 
now.  

The City of Aachen not only features an interesting old town looking back to an old and 
famous history, but also will be host to the 35th IEEE Power Electronics Specialists 
Conference, PESC’04, in the week prior to the German-Korean Symposium. Therefore, 
the attendance of the Joint Symposium can be combined with participation at one of the 
greatest conferences in our field of interest.  

Realization of the Joint Symposium would not have been possible without support of 
many organizations. First of all, the organizers thank DFG and KOSEF for financing 
traveling and living expenses of our scientific event. We also want to thank our industrial 
sponsors - Delta Energy Systems (Germany) GmbH, Lust Antriebstechnik GmbH and 
Siemens AG (Automation & Drives) - who made it possible to show a little bit of our 
country and culture to our Korean guests. Last but not least, we would like to thank 
RWTH-Aachen University for providing the facilities for the scientific seminar. In 
particular, we like to thank the staff members of the Institute for Power Electronics and 
Electrical Drives (ISEA) who, already burdened by organizing PESC’04, also managed 
to support us as our local organizing committee.  

We hope that our Korean guests enjoy their stay at Aachen and in Germany. In name of 
all organizers, we wish you an effective symposium with many interesting discussions, 
which will stimulate future research and deepen contacts and exchanges between Korean 
and German colleagues.  
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Abstract— Since the very beginning of building passenger cars 
electrical drives are known in automobiles. Today, more than 
120 electrical drives can be found running in a modern 
passenger car of the luxury class. It is expected that this 
number will even increase in future. 

This paper will analyze the current status of electrical drives 
in the automotive industry, and upcoming trends will be 
described. In addition, some exemplary future applications will 
be shown to illustrate the challenges and perspectives of this 
part of the electrical drives industry. 
 
 

I. INTRODUCTION 
 

Since the very beginning of the automotive business, 
electrical drives are known being a part of the car. The 
electrical traction drive, which was in use hundred years 
ago, was soon substituted by internal combustion engines, 
mainly because of the poor storage possibilities of the 
electrical energy (a fact where pure electric vehicles suffer 
from even today). 

A next step was the introduction of some “fundamental” 
electrical drives like starter, generator, wiper, blower and 
fuel pump. These electrical drives were realized with 
brushed DC-motors, and even today these functions are 
mainly served by conventional DC-motors [1]. 

Some decades ago, electrical drives started to become one 
major growing field inside the car. The applications can be 
clustered into the following sections: 
• Comfort (e.g. window lift, mirror and seat adjustment, 

sun roof). 
• Safety (e.g. ABS-motor). 
• Drivetrain (e.g. fuel pump, engine cooling fan, 

electronic throttle plate). 
• Traction (e.g. hybrid or fuel cell cars). 

In any case, electrical drives have to be adapted carefully to 
the regarded system to generate an optimum solution. Most 
often this results in a drive concept which is superior to 
existing mechanical or hydraulic solutions. 

 
 
 

II. CURRENT STATUS 
 

Today, in a modern passenger car of the luxury class, one 
can find more than 120 electrical drives. Many of these 
drives are conventional DC-motors (e.g. window lift, seat 
adjustment, fuel pump, wiper, engine cooling fan, etc.). The 
main reasons why (for the time being) DC-motors are 
dominating the electrical drive technology in cars are: 

• Costs (simplicity of the motor, existing production 
facilities). 

• Quality (simplicity of the motor, experience over 
decades in the automotive industry). 

• Time to market (new applications can be served by 
modifying existing ones). 

• Functionality is achievable. 

Today, the automobile industry is in a phase where more 
and more electrical drives are used. The main driving forces 
to the ever increasing number of electrical drives inside a 
car are: 

• The customer desire for safety, comfort and driving 
pleasure forces the car manufacturer to introduce more 
and more complex functions, many of them require 
electrical motors or actuators. 

• Legislation due to ever decreasing pollution limits 
forces the engineers to ever complex drivetrain designs, 
resulting in more and more electrical components 
(many of them being drives and actuators). 

• Because of the competition between the car 
manufacturers more functions are introduced for 
differentiation reasons. In addition the extreme pressure 
on costs forces the suppliers to realize new solutions. 

 

III. FUTURE TRENDS 
 

A. Future Trends in Drive Technology 
In the past, drive technology itself has been stimulated by: 

• Power electronics (availability and cost reduction of 
devices made new drive concepts affordable). 

• Microelectronics (ever complex control algorithms can 
be realized). 

 

Electrical Drives in Automobiles – An Overview 
 

Prof. Dr.-Ing. Dieter Gerling 
Universität der Bundeswehr München 

D-85577 Neubiberg, Germany 
Email: Dieter. Gerling@unibw-muenchen.de 
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• Mathematical modeling (better analytical and numerical 
models result in better drive designs). 

• Materials (new materials like NdFeB magnets or soft 
magnetic compounds open new possibilities). 

These stimulations will further be present, with much 
influence even on electrical drives in the automotive 
industry: Drives including electronics (e.g. BLDC-drives 
instead of conventional DC-motors) will become more 
feasible. 

Today it is estimated that the number of brushless electrical 
drives in the automotive industry will increase from about 5 
million pcs. per year in the year 2000 to about 60 to 70 
million pcs. per year (world market) at the end of this 
decade. Only partly, this new brushless drives substitute 
existing DC-motors, mainly new functions or existing 
mechanical functions are realized electrically. Because of 
the future increased usage of brushless drives, power 
electronics and microelectronics will become more and 
more important in addition to motor technology. This future 
development becomes obvious if the market of 
mechatronics in passenger cars is analyzed, see the 
following figure. 

Fig. 1. European market of mechatronics in passenger cars [2]. 

 
 

 

B. Economical Trends in the Automotive Industry 
The following figure 2 (based on an evaluation published by 
“Roland Berger & Partner” consultants) shows that the 
value-added contained in a today’s automobile mainly is 
produced by the suppliers rather than by the car 
manufacturers itself. The percentage realized by the 
suppliers will even increase in future, up to about three 
quarters at the end of this decade. 

For the percentage of the development the same trend is 
visible, and in the year 2010 the same amount of 
development will be done by the car manufacturers and the 
suppliers. 
 
 
 

 
Fig. 2. Percentage of value-added and development 

of car manufacturer and supplier. 

 

C. Technical Trends in the Automotive Industry 
The most important technical trend in the automotive 
industry is that more and more mechanics and hydraulics 
will be substituted by  “mechatronics”. Some examples are 
the electrical throttle plate (avoiding the well-known 
bowden-cable) and the electrical steering assistance 
(substituting the belt-driven hydraulic pump). The main 
challenges are, to realize these functions at least with the 
same quality level like before and to guarantee low costs. 

Miniaturization and integration (like in many sections of the 
industry) will speed up in future even in the automobile 
industry. Realizing a small volume with sufficient cooling 
while guaranteeing low costs are the main working areas. 

The ever increasing number of intelligent subsystems 
requires safe and low-cost communication (hardware and 
software): the diagnosis of each subsystem will become 
being a standard. 

The belt-less combustion engine is another trend for future 
passenger cars. With electrically driven auxiliary systems 
(like water pump and A/C compressor) the power can be 
easily adopted to the time-dependent required value and is 
no longer determined by the speed of the combustion 
engine. Thus fuel economy can be increased and emissions 
reduced. 

If the 42V power net will come for passenger cars, this will 
have an additional impact. There are some applications, 
which are only feasible with a higher voltage level than the 
today’s 12V, e.g. the electrical A/C-compressor. In addition, 
some conventional DC-motors will suffer from the higher 
inter-bar voltage, resulting in new possible applications for 
brushless drives. 

High-temperature electronics will become more and more a 
decisive success factor. Because of miniaturization and 
integration and because of the ever increasing ambient 
temperature under the hood, there is a very strong necessity 
to realize electronic systems that can operate at temperatures 
of 120°C and even above. 
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IV. EXEMPLARY FUTURE APPLICATIONS 
 

A. Steer-by-Wire 
Electrical steering systems can be divided in: 

• Force assisting systems (like electric power steering). 
• Active steering systems, the most advanced of these is 

the steer-by-wire.  

In future, the steering column will be avoided by realizing a 
steer-by-wire design, with dramatic consequences for the 
safety concept: The electronics as well as the 
electromechanics has to be realized redundantly (see figure 
3). Beside avoiding space limitations under the hood, further 
advantages of such systems are: 

• Enhanced stabilization of the car by introducing an 
additional steering angle (see figure 4). 

• Variable (e.g. speed-dependent) transmission of the 
steering angle. 

• Suppression of unwanted reactions. 
• Improved dynamic steering. 
• Reduction of fuel consumption (if the hydraulic pump 

will be substituted by an electrically driven pump). 

Fig. 3. Concept of a steer-by-wire system. 

Braking the wheels of an automobile on a non-
homogeneous surface means that different braking forces 
are acting on the wheels, resulting in a yaw torque for the 
car (see figure 4). In modern passenger cars, this yaw torque 
can be eliminated or at least reduced by the ESP-system (i.e. 
generating different braking forces on each wheel in such a 
way that the car still moves in the desired direction). A 
weakness of this system is, that only forces in the driving 
direction of the car can be generated. If it is possible to 
introduce an additional steering angle, then we can generate 
lateral forces, that means forces perpendicular to the driving 
direction of the car. With this additional degree of freedom 
the ESP-functionality can be enhanced to more critical 
driving situations. 
 

 

 
 

Fig. 4. Braking on non-homogeneous surface. 

 
 

B. Electronic Throttle Plate 
Using an electronic throttle plate, the conventional bowden 
cable will be substituted by electrical transmission of 
information and an electrical actuator for positioning the 
throttle plate, see figure 5 for the concept and figure 6 for an 
exemplary realization. 

The main advantages of such an electrical actuator for this 
application are: 

• In addition to the regulation of the power of the 
combustion engine, it is possible to integrate different 
functions like idle air control, cruise control and anti-
slip-control. 

• The emissions can be reduced, because the position of 
the throttle plate is calculated by the control unit and it 
is no longer directly determined by the driver. The 
control unit takes the driver’s wish (e.g. for 
acceleration) as one input signal for the calculation of 
an optimized position. 

• In the same way, improved fuel economy can be 
realized. 

• The installation effort is reduced, because no 
mechanical bowden cable, but only electrical cables 
have to be considered to be distributed under the hood. 

• Because of the integration of different functions and the 
reduced installation effort, there could be even an 
economical advantage on system level (most probably 
not on component level). 

• Last, but not least, the driving comfort can be increased 
by far. E.g. in situations, where the mechanical throttle 
plate is opened or closed too far by the driver, this can 
be eliminated or damped by the control unit when an 
electronic throttle plate is used. 
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Fig. 5. Concept of the electronic throttle plate. 

 

 
Fig. 6. Realization of an electronic throttle plate (Siemens VDO). 

 

C. Startergenerator 
The ever increasing demand for electrical energy forces the 
automobile industry to introduce a new generator system, 
because the well-known belt-driven claw-pole generator has 
its power limit at about 3kW. One solution can be to mount 
the generator directly onto the crankshaft between the 
combustion engine and the gear box. If this electrical 
machine is then additionally used for starting the 
combustion engine, we have the so-called 
“startergenerator”. 

The design of such a startergenerator is quite complex, 
because this electrical machine has to be optimized for two 
completely different operating conditions: 

 
• Starting operation (low speed, high torque, short-time 

operation). 
• Generating mode (high speed, high power, continuous 

operation). 

The great advantage of such a startergenerator is that it can 
be used for fuel economy improvement: 

• If moderate braking power is required to slow down the 
car, this can be realized by regenerative braking via the 
startergenerator, and the power can be stored in the 
battery (for higher braking power the realistic size of 
electrical machine, power electronics and storage 
capacity make regenerative braking not feasible). 

• In driving situations, where the power of the 
combustion engine is not required (e.g. rolling with idle 
speed towards a red traffic light or stopping at a red 
traffic light), the combustion engine can be switched 
off. Just at that moment, where the power is required, 
the startergenerator can start the engine without any 
time-lag. 

Investigations exist, where a fuel economy improvement 
(based on regenerative braking and start-stop-operation) 
better than 15% for typical driving cycles are published. 
This is of course a strong motivation to introduce such a 
new system. 
 

D. Further Applications 
Today, there is a strong tendency to ever more electrical 
drives in a passenger car: Water pump, input/output valve 
actuation, A/C compressor, turbo-compressor, etc. Some of 
these drives need a higher voltage level than the today’s 
12V as a prerequisite, because of the high input power 
(otherwise the currents become too high so that they cannot 
be handled). The 42V power net could be a solution. 
Despite the high effort being made by the automotive 
industry to come to a common definition of this 42V power 
net, at the time being it is very uncertain, if and when this 
power net will be introduced. The main reason for this 
uncertainty is, that the introduction of a new voltage level 
rises extremely high costs and at the moment nobody 
(customer, car manufacturer or supplier) is willing or able to 
pay these additional expenses. 
 

V. CONCLUSION 
 

Coming from the historical evolution of electrical drives 
inside a passenger car the current status of electrical drives 
in the automotive industry has been presented. 

Stimulated by the general trends in drive technology 
(availability of new power electronic devices and 
microelectronics, improved mathematical modeling and new 
or better materials), the number of electrical drives inside a 
car increased by far in the last years and will further 
increase. 

The main driving forces for these new applications are: The 
customer desire for safety, comfort and driving pleasure, the 
legislation due to ever decreasing pollution limits and the 
competition between the car manufacturers (new functions 
are introduced for differentiation reasons). 
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An economical trend in the automobile industry is that more 
and more value-added and development is realized by the 
suppliers rather than by the car manufacturers. 

The main technical trends are: Substitution of mechanics 
and hydraulics by mechatronics, miniaturization and 
integration, diagnosis (intelligent subsystems), the 
realization of a belt-less combustion engine, and operation 
at an ever increasing ambient temperature (resulting in a 
strong demand for high-temperature electronics). In 
different applications, some of these trends are mutually 
dependent. 

Looking into some exemplary applications (steer-by-wire 
and electronic throttle plate), the above mentioned technical 
trends are demonstrated. It has been shown that 
microelectronics, power electronics and motor technology 
have to be adapted carefully to the system to generate an 
optimum solution. 

The technical trends in the automobile industry together 
with the stimulations being present in drive technology in 
general will make it happen, that ever complex functions 
and applications can be realized electrically. Therefore, the 
market potential of mechatronics in passenger cars is 
enormous, please refer to figure 1. 
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Fig. 1 Configuration of LSEV system 
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V Speed : required maximum speed [km/h],     η  :  
D  : diameter of wheel[m]  



In this application, the motor speed to satisfy the drive 
speed is about 3600[rpm]. Table 1 shows the specifications of 
the motor for LSEV.  
 
Table 1. The specification of SRM for LSEV 

Output power 3.5[kw] continuous, 9[kw] 2minutes 
Voltage 72[V] (50 ~ 90[V]) 
Torque 10[Nm] at 4000rpm, 22[Nm] at 2000rpm
Weight 16[kg] below 
Size 180[mm] × 190[mm] below 
Insulation H grade 
Cooling Air cooling 
Efficiency 80% over 

 
The size and weight of the motor drive system are restricted 

by vehicle space and the supply voltage is determined by the 
battery. 
 

3. Design of  Motor for LSEV  
 
3.1 Basic principle 

 
The SRM is a doubly salient, singly excited machine and 

the developed torque is produced by the reluctance variations. 
The torque is proportional to the square of switching mmf 
current and the gradient of phase inductance according to 
rotor angular position as shown in (2). 
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where i denotes a phase current and L(θ) is a nonlinear 
inductance profile as a function of angular rotor position. 

The instantaneous voltage equation depends on nonlinear 
winding impedance and phase current as follow. 
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where the first in the right terms is resistance voltage drop, the 
second is reactance voltage drop, and the last is the back 
speed e.m.f which can be converted to mechanical energy. In 
the instantaneous voltage equation, a phase current for torque 
production depends on a winding impedance, a speed e.m.f., a 
switching-on/off angle and an applied voltage. The first and 
second factors depend on the motor and operating speed. The 
third and last factors can be adjustable in the controller with 
proper control algorithm. Therefore, The design parameters of 
the motor are determined with the restricted supplied voltage 
and rated speed in the actual application. And the advance 
angle and applied voltage could be controlled appropriately to 
have a stable and high efficiency drive.  

 
3.2 Comparisons of Design Results  

Although there are some advantages of SRM, the actual 
application is much restricted because of acoustic noise and 
mechanical vibration. The design specifications have some 
requirements such as torque and speed, and restricted term 
such as supply voltage and dimensions. The design process of 
SRM is different from that of conventional DC and AC 
motors. Because SRM uses reluctance torque and the 

characteristics are differ greatly according to the selection of 
stator and rotor poles. 

The general combinations of stator and rotor pole arrays are 
6/4, 8/6, 12/8 and 16/12. However 8/6 and 16/12 SRM are not 
preferred for LSEV application because of the complexity of 
four-phase inverter and cost. In this paper, the characteristics 
of 6/4 and 12/8 SRM are compared and tested. 

Fig. 2 and 3 show the FEM analysis and comparison of 6/4 
and 12/8 SRM according to stator and rotor pole arc, stroke 
angle(ε 0), and yoke ratio. The analysis results show that the 
torque and efficiency of 6/4 SRM are higher than that of 12/8 
SRM.  
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(b) 6/4 SRM 
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(c) 12/8 SRM 

 
 Fig. 2 Performance comparisons of FEM analysis according 

to rotor and stator pole arc 
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(a) Torque and efficiency of 6/4 SRM 
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(b)Torque and of 12/8 SRM 

 
Fig. 3 Performance analysis according to rotor and stator yoke 
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Fig. 4 shows the simulation result of acoustic noise of 6/4 
and 12/8 SRM. The acoustic noise of 12/8 SRM is lower than 
6/4 SRM because torque ripple and rebounding force of 6/4 
SRM is higher than that of 12/8 SRM at the switching off 
instant.  
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Fig. 4 Simulation result of acoustic noise 

 
From the analysis, the final dimensions are determined with 

the satisfied conditions of requirements. Table 2 and Fig. 5 
show the detailed design parameters which are from the 
analysis of characteristics according to the parameter 
variations. 
 
Table 2. Design parameters of the prototype SRM 
Motor 6/4 12/8 Motor 6/4 12/8

Ns 6 12 Nr 4 8

Stator pole arc [deg] 34 14 Rotor pole arc 
[deg] 36 16

Dia. Stator[mm] 138 138 Dia. Rotor[mm] 76 76

Stator  yoke[mm] 14 16 Rotor yoke[mm] 9 11

Airgap[mm] 0.25 0.25 Stack length[mm] 100 100

Turn per phase[mm] 11 20 Dia.Conducor[mm] 1.9 1.7
 

Performances of 12/8 SRM are better than those of 6/4 
SRM in the view of torque ripple and acoustic noise. However, 
6/4 SRM are better in view of torque and efficiency 
characteristics.  
 

 
(a) 6/4 SRM 
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(b) 12/8 SRM 

 
Fig. 5  Cross sectional dimensions of prototype SRM 

 

Fig. 6 shows the photograph of prototype 6/4 and 12/8 
SRM. In order to verify the effectiveness of the proposed 
SRM system in LSEV application,  the prototype 6/4 and 12/8 
SRM with analog encoder and multi-level inverter is tested. 

 

 
 

Fig. 6 Prototype 6/4 and 12/8 SRM 
 

For the switching angle control, 2-channel, 10bit D/A 
converter and TMS320F241 DSP controller are used. The 
calculated switching-on angle as a digital data is out to the a 
channel of D/A converter as an analog data, then the 
switching-off angle is out to the other channel of D/A 
converter.  
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Fig. 7  Acoustic noise measurement of prototype SRM 

 
Fig 7 shows the measured acoustic noise comparison of 

prototype SRM. As shown in Fig. 7, experimental result 
shows that higher acoustic noise in 6/4 SRM than in 12/8 
SRM. 

Fig. 8 shows measured efficiency of prototype SRM 
according to speed and exciting angle. From the FEM analysis, 
the efficiency of 6/4 SRM is higher than that of 12/8 SRM. 
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                     (a) 6/4 SRM                  (b)12/8 SRM 
 

Fig. 8 Comparison of efficiency according to speed and 
exciting angle 

 
4. The Multi-level Inverter 

 
4.1 Excitation Control  

For the proper application of SRM to a LSEV, a high 
performance and a stable inverter system is required. The 18



classic inverter is very simple and effective but the control of 
the regenerative mode is not easy. The regeneration is 
essential in the EV application because of energy efficiency 
and dynamic braking in deceleration operation.  

In this paper, a multi-level inverter topology is proposed to 
magnetize and demagnetize quickly in the motoring and 
regenerative mode with flat-topped current. Fig. 9 shows the 
proposed excitation voltage level in the motoring and 
regenerative mode. The high C-Dump voltage is used to build-
up current quickly and to extinguish current fast when the 
switch-off occurs and also to build-up generating current 
quickly.  

When SRM is operated in single-pulse mode in  
regenerative mode, it is difficult to develop the rated output. A 
discontinuous PWM mode is used to improve regenerative 
power. 
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Fig. 9  5-level excitation voltage control 
 
In order to satisfy these conditions, a circuit is proposed as 

shown Fig. 10, which is able to impress a high voltage for 
building-up current and a source voltage for motoring and 
regenerative operating. 
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Fig. 10 The proposed 5-level inverter 
 
The operations can be separated into four modes and the 

circuit of each mode is shown in Fig. 11.  
(a) Mode 1 :  
When  is switched on, the capacitor voltage is 

impressed on phase winding. The high C-dump voltage which 
is charged in the capacitor, is used effectively to quickly build 
up phase current in motoring mode without excessive 
advanced angle for proper flat-topped current.  

AACUP QQQ ,,

 
(b) Mode 2 : 

When  is switched on, the D.C. link voltage is 
impressed on phase winding. When the phase current is PWM 
controlled, the higher C-dump voltage is not good for smooth 

current control. This mode is proper for current control 
method. 

AAC QQ ,

 
(c) Mode 3 : 

When  is switched on, a commutation circuit is 
consisted by diode  such that zero voltage is impressed on 
phase winding.  This mode is proper for current control 
method. 
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Fig. 11 Operation modes of the proposed 5-level inverter 

 
(d) Mode 4 : 

When switch is turned off completely, the circuit is 
consisted by diode  such that the opposite 

polarity of capacitor voltage is impressed on phase winding. 
The high negative C-dump voltage is effective to extinguish 
current fast when the switch-off action.  

ACAUP DDD ,,

 
(e) Mode 5 : 

When  is switched on, the negative sign of the source 
voltage is impressed on phase winding. And the recovery 
energy is transfer to the side of the source. 

LOQ

 
The operation of this circuit is able to be selected by switch 

 from source and C-Dump voltage and in the regenerative 
region, though the regenerative is lasted for a long time, the 
recovery energy is transferred to the source without chopper. 
This is different from a conventional method of a C-Dump 
circuit. 

LOQ

In the proposed control method, the fast response has the 
same characteristic as the delta modulation method and it can 
operate as a constant switching frequency.  
 
4.2 Switching Topology of Multi-level Inverter 

With the proposed multi-level inverter, an additional 
freewheeling mode is added to achieve a near unity energy 
conversion ratio which is very effective under the light load. 
The stored energy of a motor is not recovered to the source 
but transferred as mechanical power that is generated by phase 
current and back-emf. If the increasing period of inductance is 19



sufficiently large compared with the additional mode, the 
stored field energy in inductance can be entirely converted 
into mechanical energy; then the energy conversion ratio 
approaches to unity. 

Fig. 12 shows a graphical analysis of the field energy 
conversion process of the conventional method and the 
proposed switching method with a multi-level inverter.  

 

C

Unaligned

Aligned

λ

W1

R1
C

Unaligned

Aligned

λ

o o
A A

A

C

O

O O
A

C

B

W2

R2

i, v, Li, v, L

B'

B'

B

θ θ  
(a) conventional                (b) proposed 
 

Fig. 12  Energy conversion process 
 

Under an unaligned position, during the current build-up 
period both methods show an equivalent path for energy 
conversion between O and A. But during other modes because 
of an additional wheeling period, it forms path B’C resulting 
in a considerable increase to the energy conversion ratio. 
While in the case of the conventional, the path follows AC. In 
path B’C, the stored energy in the field is transferred as a 
mechanical output. And the total flux linkage maintains a near 
constant form, because the decrease of the current can be 
compensated for the increase of the inductance. The path CO 
shows a demagnetizing mode. The proposed wheeling mode 
converts the field energy into the mechanical one without 
returning to the source. An additional wheeling mode can 
enlarge the field energy region converted  to a mechanical 
output; therefore, a reactive power will be decreased.  

Fig. 13 shows the experimental waveform of phase current 
and flow through the energy recovery capacitor in multi-level 
inverter.  

It was tested on steady-state under the command speed 
4000[rpm] at rated load. From the experimental results, 
magnetizing, wheeling and demagnetizing periods appear at 
approximately 7 10°, 20° and 5°, respectively. As shown the 
experimental result, to obtain a fast demagnetizing, high 
excitation voltage is applied, and the recovered capacitor 
voltage is used to settle current rapidly. Its displacement is 
proportional to the recovered energy.  

 

 
 

Fig. 13 Voltage and current waveforms of proposed inverter  
 

Fig. 14 shows the capacitor voltage, phase voltage and current 
in regenerative mode. 
 

 
 

Fig. 14 Voltage and phase current in regenerative mode 
 

 
 

Fig. 15 Comparison of efficiency according to the switching 
method 

 
 Fig. 15 shows the efficiency comparison of conventional 

and the proposed switching method in case of 6/4 SRM. When 
the excitation angle is small, considerable efficiency 
improvement is possible. The proposed wheeling mode is 
effective under a light load shown as Fig. 15.  

With the increase of exciting angle, the proposed method 
has almost same efficiency as that of the conventional because 
the wheeling period is small. 
 

 
5. Analog Encoder for precise angle control 

 
5.1 Conventional Encoder 

In general, an optical encoder which has a digital pulse 
signal is  much used in motor control systems because of its 
high performance, easy treatment of data and programming of 
controller. The information of rotor position and speed is 
obtained in a control period by the digitalized encoder such as 
incremental and optical encoder.  
  However, general optical encoders, such as incremental and 

absolute type are not suitable for SRM systems because of 
cost and harsh operating environments such as mechanical 
vibration and high speed. These days, high resolution serial 
absolute encoders are being considered to industrial 
applications. But, the cost is much higher and the maximum 
operating speed is limited  to 8000[rpm] generally.  

For these reasons, a simple disk plate encoder with optical 
sensor is used in SRM system shown as Fig. 16.  
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Fig. 16 A simple optical encoder disk and sensor signal 

 
The structure of the optical encoder is very simple and low 

cost but the high resolution switching angle control is very 
difficult. The switching-on and off angle are to be calculated 
from all of the rising and falling edges of the optical encoder 
signals. The accuracy of calculated switching angle depends 
on microprocessor and rotor speeds. In this case, a simple 
PWM method is adopted for torque control and high 
frequency switching increases switching losses. 

 
5.2 Proposed Analog Encoder 

In order to control an accurate switching angle, a high 
resolution encoder and a proper control method are essential. 
This paper proposes a new type of encoder for switching 
angle control. The proposed encoder is simple but high 
resolution switching control is possible. 

Fig. 17 shows the proposed analog encoder for 6/4 and 12/8 
SRM respectively.  The output signal of a proposed encoder is 
an analog signal that is proportional to a gray gradation of the 
plate while is digital signal in conventional encoder such as 
incremental and optical encoder. The gray gradation of the 
disk plate is set for the linear analog signal of photo transistor. 
The output of the photo-transistor is a triangular wave, which 
is the function of the position angle; therefore, the rotor 
position of the SRM can be obtained by the output voltage of 
the photo-transistor. 
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(a) 6/4 SRM                             (b) 12/8 SRM 

 
Fig. 17 Disk plate of the proposed analog encoder  

 
The interval between gradated pattern is determined by the 

number of rotor poles as follows.  rN
 

r
r N

πθ 2
=  [rad]                                                     (4) 

 
And the minimum angle of a gradation is determined by the 

continuous torque production as follow. 
 

rs
r NN

πβ 22≥ [rad]                                       (5) 

  
where, Ns and Nr denote the number of stator and rotor poles, 
respectively. In Fig. 17, sensor interval δ denotes the phase 
intervals of SRM. Therefore, δ is 15° in 8/6 and 12/8 and 30° 
in 6/4 SRM.  

Fig. 18 shows the output signal of the proposed encoder 
according to the inductance profile. The dip point θo of the 
output signal is the center point of the maximum dwell angle 
βr of the proposed encoder. The advance angle θa and delay 
angle θd are determined by the excitation voltage, rated 
current and motor parameters. In the motoring mode, the 
switching-on angle is set on the negative slope of output 
signal between θa and θo . Similarly, a switching-off angle can 
be set on the positive slope of the output signal between θo 
and θd . The end of the negative and positive slopes of the 
encoder signal has step shape for limitation of excitation 
interval in the maximum dwell angle βr .  
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Fig. 18 Inductance profile and encoder signal 
 

With the proposed simple encoder, very accurate switching 
angle control can be obtained without any high performance 
microprocessor. 
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Fig. 19  Switching angle control of a phase 
 
5.3 Switching Angle Control Topology 
 

Fig. 19 shows the principles of switching angle control 
topology with the proposed analog encoder. According to the 
motor speed and load condition, proper switching-on angle θon 

and switching-off angle θoff can be controlled independently 
by the command signal Von and Voff, respectively. The advance 21



angle θon is set at the cross point of the negative slope of the 
sensor signal, and the switching-on command signal Von  as 
follow. 

 

( ) aao
ref

on
on V

V θθθθ +−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−= 1             (6) 

 
The maximum switching-on angle is in the minimum 

inductance region, so fast building-up of current is possible at 
the rated load. And the minimum switching-on angle is in the 
increasing region of inductance, so smooth building-up of 
current is possible at a light load with a smooth torque 
production. 

Similarly, the delay angle θoff is set at the cross point of 
positive slope of the signal and switching-off command signal 
Voff . 
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off
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V
θθθθ +−=                                   (7) 

 
And the dwell angle is the interval of switching-on and off 

angle. 
 

onoffdwell θθθ −=                                      (8) 

 
Fig. 20 shows the sensor signal, switching-on reference, 

switching signal and phase current. The waveform of phase 
current is determined by the sensor signal and switching 
command at 1750[rpm].  

 

 
 

Fig. 20  Encoder, switching signal and phase current 
 
Fig. 21 shows the switching angle adjusting and phase 

current according to load variation in the proposed encoder 
and control system at 2000[rpm]. Switching angle is increased 
by the changing of the switching-on reference. With a sudden 
load variation, the switching angle can be  controlled properly, 
so a smooth torque production is possible. The experimental 
results show the effectiveness of the proposed encoder and 
control method. 

 
6. Conclusions 

 
This SRM drive system for LSEV application is designed 

with a new analog encoder and multi-level inverter. In the 
design process of  prototype SRM, the parameters are 
determined from CAD and  FEM analysis results according to 
rotor and stator factors. 
 

 
 

Fig. 21 Encoder signal and current with increasing of load 
 

The motor is designed to have a high efficiency and low 
noise characteristics. Two types of prototype motor are 
designed and tested. A 12/8 motor is good in view of low 
noise, while 6/4 motor is good for power and efficiency point. 

For the switching angle control, a low cost and simple 
structure but high performance analog encoder with proper 
control method suitable for the practical and stable drive is 
proposed. The proposed encoder uses a simple structure of 
optical encoder and analog gradation for high resolution of 
rotor position. The switching-on and off angle control can be 
easily implemented by a separated command signals of 
switching-on and switching-off. 

In addition, a five-level inverter is used to be able to build-
up and extinguish phase current quickly. A high level of 
demagnetizing voltage is used to prevent a divergence of 
phase current during the regenerative mode. Also, current 
level control is unsuitable. The peak current controller is 
proposed to be able to improve the transient response and 
keep the switching frequency constant. The regenerated 
energy is used effectively because the motoring interval is 
minimized and the regenerative interval is increased relative 
to the motoring interval. 

From the experimental results, the effectiveness of the 
proposed system with a proper control method is verified. 
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Abstract— The paper presents new methods for the opti-
mization of powertrain control at a parallel hybrid vehicle.
An offline optimization was developed for fundamental re-
search and allows to find the optimum time behaviour of
control and the minimum possible fuel consumption. The
paper will discuss computed results and compare them to
a normal passenger car. To approach the results at realtime
control, a new method for online optimization was found.
The optimization derives the control from a special online
objective which considers the driveline’s efficiency as well as
the problem of latching electrical energy. The online method
can be applied both for simulation and for the control of the
vehicle and considers the emission aspect. The emission aspect
of the hybrid vehicle was studied by a direct comparison of
the behaviour of diesel engines at hybrid ”pulse” operation
versus conventional operation in a reference vehicle. For the
simulation of a TDI system, a mean value model for the
engine, a heat transfer model for the exhaust system and a
model for the reaction kinetics in the catalyst were developed.
For the actually integrated TD engine, the study was realized
by measurements at a test stand.

I. THE HYBRID POWERTRAIN

A. The TUM’s Autark Hybrid Vehicle

The Autark Hybrid is a parallel hybrid electric vehicle
with a continuously variable trans-mission gear. The con-
struction of this vehicle is organized in a special research
project, SFB 365. A conventional passenger car, an Opel
Astra Caravan, is used as substructure. The structure of
the new powertrain with combustion engine (CE), the
parallel electric motor (EM) and the continuously variable
transmission gear (CVT) is depicted in Figure 1.

The integrated combustion engine is a conventional 1.7
l turbo diesel (TD) with a maximum power of 55 kW.
The electrical drive consists of a high speed induction
motor with a converter. It is connected by a 3:1 gear
transmission to the input shaft of the CVT. For electrical
power storage, a NiMH traction battery is implemented
with a nominal voltage of 120V and a capacity of 52 Ah.
The large capacity was supplied for electrical propulsion in
urban areas, but would not be necessary for optimal hybrid
operation. The continuously variable transmission is an i2-
gear: by an internal set of clutches, the transmission unit
can be used twice to realize an extremely wide range of
gear ratios. At the synchronous switching point between
range 1 (start up) and range 2 (overdrive) of the i2-gear, it
is possible to transmit the torque by integrated cogwheels
to improve the transmission efficiency [11].

B. The fundamental problem of hybrid operation

For zero emission driving in urban areas or when driving at
a low level of speed, the vehicle can be propelled electri-
cally while the CE is disconnected from the powertrain
by the engine clutch. Also, the vehicle can be braked
electrically to recover a high percentage of kinetic energy.
At medium speed and power request, the powertrain is
run at ”hybrid operation”, and both the CE and the EM
are enabled. The CVT gear is used to constantly hold the
combustion engine’s speed on low level, ideally below 2000
rpm. As shown in Figure 2, the electric motor can increase
the CE’s load by shifting the point of operation towards the
area of good specific fuel consumption. In this case, the EM
would operate as a generator and charge the traction battery.
The EM’s torque in Fig. 2 would be negative. The energy is
stored for electrical propulsion in later periods and for the
supply of the electrical load circuits. The traction battery
is charged either at regenerative braking or when power
is transmitted from the CE to the EM. Since the battery’s
state of charge is managed by the operation of CE and EM
to be self-sufficient, the vehicle is called ”Autark Hybrid”.

As known from optimization results, the threshold from
electric to hybrid operation amounts up to 8 kW of de-
manded driving power and depends on many factors, e.g.
the battery’s state of charge, the vehicle’s speed, the CE’s
state of operation and the different efficiency behaviour of
the powertrain’s components. The amount of electrical load
increase would depend on the same factors.

On the one hand, a significant load increase of the CE’s
torque enables an operation near the point of best efficiency.
But therefore, a large amount of electrical power would be
generated and had to be stored in the traction battery. To
avoid an overloading of the battery, the CE would have
to operate only for short term periods, and the vehicle
would be propelled electrically at the rest of time. On
the other hand, the losses of latching electrical power can
be reduced by longer terms of the CE operation with
less load increase, but also less efficiency. In principle,
the optimization of fuel consumption leads to a trade off
between the CE’s efficiency and the losses of electrical
power storage. Besides the constant data, it is influenced
by time dependent factors like the battery’s SOC or the
CE’s state of operation.

At high speed, typically above 70 km/h, it is preferable to
use only the CE for propulsion. To smooth peaks of high
torque request, the EM can support the CE by short term
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Fig. 1. Structure of the TUM’s Autark Hybrid Vehicle

Fig. 2. Electrical load increase and low engine speed at hybrid operation
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boosting. Even here, the CVT’s overdrive range allows to
hold the engine speed on a low level.

II. OPTIMIZATION OF POWERTRAIN CONTROL

A. The offline optimization method

For the fundamental study of optimal design and control of
the powertrain, the target was set to directly calculate the
optimal time behaviour of the powertrain’s control using
optimal control theory. Therefore, an offline method with
a dynamic optimization tool for the solution of optimal
control problems named DIRCOL [10], [12] was utilized.
The control vector of the powertrain could be calculated di-
rectly in dependency on the driveline’s physical behaviour
and a given driving cycle. The features of the driveline
and its components as well as the system’s constraints and
conditions were adapted automatically by the optimization
process. For the use of optimal control theory, a problem
formulation in state space had to be found. The most
important equations and variables are listed below. The
efficiencies η and the specific fuel consumption beCE are
given by maps which depend again on the state variables.
The driving cycle is given by time dependent curves for
the wheel’s angular velocity ω2 and its derivation. A more
detailed description of the optimization method and first
results can be found in [6] and [7].

The hybrid’s model is formulated by state equations for
the component’s time behaviour and an equation constraint
for the dynamics of the driveline including flywheel effects
of the CVT. In addition, constraints for the operation range
limits of the CVT, the CE and the EM, switching conditions
(e.g. if the CE’s clutch is open or closed) and bounds of
the variables are specified. The most important boundary
condition of the system is the condition of an equalized
state of charge of the traction battery: the given value for
initial time has to be met again at the final time of the cycle.
After the optimization, the curve of the control vector was
set as input of a Simulink forward simulation model to
analyze the power train’s behaviour. From the analysis of
the results, the following basic information about hybrid
operation was obtained:

• The minimum possible fuel consumption at an exactly
equalized state of charge

• The shape of optimal control and the system’s be-
haviour [5]

• The influences of different component ratings on effi-
ciency and control

• The flat minimum, caused by the trade off between
load increase and storage losses [6]

B. Results from the offline optimization

The offline optimization was applied to compute results for
the optimal powertrain behaviour of the Autark Hybrid with
different combustion engine types and varied sizes of the
electric motor. In Figure 3, the results for hybrid control at
the the New European Driving Cycle (NEDC) are depicted.
The combustion engine was the original TD diesel motor.

The limits of the EM were fixed to its rated power of 8 kW
and a maximum torque of 40 Nm. At the low speed part of
the cycle (4x ECE-Citycycle), this rating of the electrical
engine is sufficient for regenerative braking. At the high
speed part, which is also known as Extra Urban Driving
Cycle (EUDC), a power up to 20 kW would be necessary
for electric braking. Because of the EM’s limit, a fourth
control variable for an addtitional mechanical brake was
implemented in the model to support the EM.

The dimension of a dynamic optimization problem depends
on the duration of the given time period and is restricted
by a maximum number of discretization points. For this
reason, the whole cycle had to be subdivided into sections
which were optimized separately. The results for control
were put together for the forward simulation of the whole
cycle. As it can be seen from the first plot of Figure 3, the
simulated velocity exactly meets the curve of the original
driving cycle. In the second plot, the time behaviour of the
engine torques TCE and TEM are depicted. The CE is run
in ”pulse operation”. The engine operates only at periods,
when high propulsion torque is demanded at acceleration or
high speed. In this case, the EM’s torque is negative (except
for the period of high speed) to increase the CE’s point of
operation. At periods of low driving resistances, the torque
of the CE reaches zero level, and the vehicle is propelled
electrically. In this case, the CE is disabled and the clutch
is opened. The behaviour of the brake is indicated by the
dotted curve, but is not scaled. The maximum value at the
end of the cycle would reach 450 Nm at the shaft.

The third plot shows the behaviour of the gear ratio iCV T

and the engine speed N1. When the CE operates, the engine
speed is held on low levels, and the CE operation accords to
the considerations indicated in Figure 2. At the beginning
of some braking periods, when the vehicle is decelerated
to a lower level of velocity, high gradients of gear ratio
and engine speed occur: the flywheel effects of the CVT
are utilized to brake and to latch energy for a short time.
The dotted line in this plot indicates the synchronous point
at a gear ratio of 6.85. It is reached mainly at electrical
propulsion. At the standstill periods, the CVT reaches its
maximum gear ratio of 32.5 to provide maximum torque
for the next startup.

C. The online optimization method

The basic condition for an online optimization control
is the implementation into the vehicle’s main controller.
As depicted in Fig. 4, the desired engine power PEng

is determined by the interpretation of the driver’s request
and is given to the optimization and to the main driveline
controller. Dependent on this power, the optimization has to
find the optimum values for the engine speed NEng,opt and
the CE’s torque TCE,opt. The torque of the electric motor
TEM is given implicitly by the static balance of power
at the CVT-gear’s input shaft. Because the controller has
to compensate the CVT’s dynamics, mainly the flywheel
effects, it will adjust a value which can differ from the static
balance. A prediction of the dynamic part of the torque
is hardly possible. In contrast to the offline optimization
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Fig. 3. Optimal control of the Autark Hybrid with TD engine at the NEDC-cycle

Fig. 4. Structure of the controller system

method, where the whole shape of the vehicle’s velocity
was preknown and given by a driving cycle, an online
optimization would only dispose of the information of the
actual system’s state and the desired engine power. So
a new approach had to be found, which relates only to
the actual state at the particular sample time interval and
which solves the fundamental problem of a parallel hybrid’s
powertrain control: it has to find the points of time to enable
or to disable the combustion engine, the split of torque for
the two engines and also the engine speed, which can be
varied over a wide range by the CVT. Former approaches,

which exclusively consider the optimization of the CE’s
efficiency, did not match the problem of latching electrical
energy at the traction battery.

As it was shown in section 1, the load increase of the
CE is associated with the storage of electrical power and
for this reason with electrical conversion losses in the
dimension of the CE’s fuel saving. From the analysis
of the offline optimization’s results it was known, that
this trade off problem leads to different modes of hybrid
engine operation: short periods of CE-operation with high

26



Fig. 5. Probability density of engine operation at the FTP72-cycle, TD engine

load increase or long periods of CE-operation with less
load increase. Furthermore, the control of the traction
battery’s state of charge (SOC) significantly influences on
the powertrain’s operation, which represents an additional
problem. The approach for the online optimization bases
on a new objective which minimizes the whole driveline’s
power losses in depenency on the system’s actual state.
The power loss is corrected by the weighted change of
energy of the traction battery PBatt. The weighting depends
on a fixed value and on the battery’s SOC. Besides the
thermal power loss of the combustion engine PDiss,CE the
expression α · PBatt repesents to most important influence
on the objective. The conditions and constraints of the
system are included by the non-physical ”power” KCond. It
contains a hysteresis for enabling/disabling the combustion
engine by KCE−Status, the limits of the system with
KSys−limits and additional conditions for the consideration
of the exhaust emissions by KEmis. A more detailed
description can be found in [1].

D. Comparison of the optimization methods

For a simulation test, the vehicle’s controller structure in
the Matlab/Simulink model of the Autark Hybrid has been
adapted to meet the offline method’s results as good as
possible with the online optimization. The driver’s request
was computed by a speed controller to meet the specified
driving cycle. An additional brake controller allowed the
recovery of maximum kinetic energy, dependent on the

limits of the electric motor. The online optimization was
realized by a S-function with the optimization algorithm
and the function of the objective. The online optimization
avoided larger drifts of the SOC very effectively, even
at a test when the consumption of the electrical loaded
power circuits was varied. Even so, the condition of an
exactly equalized SOC (offline optimization) had to be met
by adapting the parameter α0. The fuel consumption of
the reference vehicle - an identical Opel Astra Caravan
with conventional driveline - is compared to the Hybrid
Vehicle, simulated with different control methods. (The
ECE- and NEDC-cycle was simulated with an EM of 8 kW,
the FTP with an EM of 16 kW) The online optimization
would save between 0.2 and 0.4 l/100km more than a
conventional operation strategy and would reach a value
near 0.1 l/100km above the absolute (offline computed)
minimum. The shape of the control vectors is very similar
to the offline computed results.

The most significant fuel saving can be realized at city
traffic, see the results for the ECE-Citycycle. The saving
at the NEDC and the FTP72 cycle are more moderate:
the simulation model emulates the actual state of an ex-
perimental vehicle and the data were set carefully. Further
saving potentials are given by the advancement of some
components, e.g. by the optimization of the battery’s weight
or the consumption of the CVT’s hydraulic power supply
pump. For this comparison, the actual used TD engine was
supposed. The influence of the combustion engine will be
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discussed later.

E. Results from the online optimization

Because the behaviour of the simulation model with online
optimization rather corresponds to real driving conditions
and because it is much easier to handle, it was used for
the computation of a new, consistent row of simulation
runs with different sizes of the electric motor and different
types of combustion engines. The percental savings are
referenced to the fuel consumption of the original Opel
Astra Caravan.

With the TD-engine, the fuel saving potential would reach
up to 15% at the NEDC and 12% at the FTP72-cycle. The
saving at the FTP is less because this cycle contains faster
speed-up and slow-downs. The optimum rated power of
the electric motor was found at 12 kW (NEDC) and 16
kW (FTP). In this case, the rated value corresponds to the
absolute power limit; overload operation was not supposed.

The peak at the origin represents the standstill periods. A
small power limit would lead to a significant constraint of
the control which can be seen at the peaks of the EM’s
density (black curve). In particular the electric braking
is constricted. Futhermore, the density of the combustion
engine is located at low power values which means partial
load operation with disadvantageous efficiency. In combi-
nation, this leads to the higher values of fuel consumption.
Above the 12 kW-limit this effects are less noticeable, and
the combustion engine’s operation mainly starts above 10
kW. The partial load operation can be avoided by a higher
threshold from electrical to hybrid propulsion and by more
electrical load increase. The rated power of the Autark
Hybrid’s EM actually amounts 8 kW.

With a TDI-engine, the fuel consumption would reach
significantly lower values because of the better efficiency
of direct injection engines. In contrast to the TD, the engine
emissions of NOx would be significantly increased (nearly
doubled) in comparison to the reference vehicle (with TDI
in this case). The reasons will be discussed in the following
section. To avoid this problem, it was tested to consider the
emission values within the online optimization’s objective.
If an increase of fuel consumption can be taken, it is

possible to reduce the NOx production by 40% resp. 45%.

Finally, a gasoline (SI, spark ignition) engine was supposed
for the simulation. As it can be seen, the possible fuel sav-
ing potential would be less distinctive. At gasoline engines,
the area of best efficiency would be reached at lower levels
of torque, in this case at 90 Nm in contrast to 130 Nm (TD)
and 145 Nm (TDI). So even the reference vehicle can reach
good consumption values by an economical shifting of the
gear, and additionally, the electrical load increase at the
hybrid would be less advantageous. In combination, this
leads to less relative fuel saving.
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reference
vehicle

simulation of the Autark Hybrid Vehicle
driving Cycle

normal operation online offline
driver strategy optimization optimization

7.13 l/100km 5.12 l/100km 4.89 l/100km 4.77 l/100kmECE-City
(base) -28.2% -31.4% -33.1%

6.02 l/100km 5.49 l/100km 5.19 l/100km 5.09 l/100kmNEDC
(base) -8.8% -13.8% -15.4%

5.89 l/100km 5.61 l/100km 5.18 l/100kmFTP721

(base) -4.8% -12.1%
–

1 FTP72: Electric motor of 16 kW at the hybrid; 8 kW at the NEDC and the ECE-City

TABLE I
COMPARISON OF THE FUEL CONSUMTION FOR DIFFERENT CONTROL METHODS (TD–ENGINE)

combustion reference / hybrid, consumtion at 100 km and saving potential
engine electric motor NEDC FTP

reference vehicle 6.02 l base 5.89 l base
TD 55 kW Hybrid, 4 kW-EM 5.50 l 8.3% 5.80 l 1.5%

170 Nm Hybrid, 8 kW-EM 5.19 l 13.8% 5.40 l 8.3%
240 g/kWh Hybrid, 12 kW-EM 5.12 l 14.9% 5.22 l 11.5%

Hybrid, 16 kW-EM 5.12 l 14.9% 5.18 l 11.9%
reference vehicle 5.27 l base 5.01 l base

TD 55 kW Hyb, 8 kW, NOx-Red1 4.63 l 12.1% 4.81 l 4.0%
180 Nm Hybrid, 8 kW-EM 4.42 l 16.1% 4.71 l 6.0%

200 g/kWh Hybrid, 16 kW-EM 4.42 l 16.1% 4.48 l 10.6%
SI 55 kW reference vehicle 5.85 l base 5.73 l base
120 Nm Hybrid, 8 kW-EM 5.43 l 7.2% 5.65 l 1.4%

250 g/kWh Hybrid, 16 kW-EM 5.34 l 8.7% 5.39 l 5.9%

1 NOx-Red: Reduction of the NOx-engine emissions: 45% at the NEDC and 40% at the FTP-cycle

TABLE II
BENCHMARK DATA FROM THE SIMULATION RUNS WITH THE ONLINE OPTIMIZATION
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Abstract—Among those electrical drives, a drive concept
with switched reluctance machine appears to be a promising
solution for traction applications due to its numerous
advantages such as robust structure, simple construction, low
maintenance requirement etc. However, up to now, the
utilization of switched reluctance drives in traction applications
is still limited in comparison to the other types of electrical
drives, because the current technology of switched reluctance
drive controllers is not able to offer satisfying control quality
and the performance of the same standard obtained from
rotating field machines with field oriented control. In order to
allow switched reluctance machine to come up with the other
electrical drive concepts, a new control concept to improve the
control quality and drive performance is required.

This paper presents a switched reluctance machine torque
controller for vehicle propulsion applications based on a novel
control strategy called Direct Instantaneous Torque Control
(DITC). Using DITC, the direct controllability of instantaneous
torque is achieved, which leads to torque ripple minimization
and good control accuracy. Control quality and drive
performance are, therefore, significantly improved in
comparison to the torque controller using classical hysteresis
current control. DITC means that the torque is directly applied
as control variable instead of phase currents. The actual
instantaneous torque is calculated by an observer based on the
machine characteristic. The torque command and the actual
instantaneous torque are compared by a hysteresis torque
controller, which generates the corresponding switching signals
to deliver the desired torque. Furthermore, this paper describes
and discusses the detailed functionality of DITC by using
simulation and experimental results. An additional control
scheme for maintaining the control linearity at high speeds is
proposed at the end of this paper.

I. INTRODUCTION

Since the very beginning of electrical drives for electric
vehicle applications, the advantages and disadvantages of
the different drive systems with induction, permanent
magnet, transversal flux, switched reluctance, and other
machines have been discussed. However, each system has its
individual characteristics and therefore special advantages in
comparison to the other existing solutions. The choice of the
appropriate drive system for a concrete application depends
on the goal that has to be reached with the drive system if
not with the whole vehicle design. As a result, there is
nothing like a best electrical machine in general.

Up to now, the switched reluctance machine has not

reached the position within the electrical traction drives that
would be expected despite its evident advantages. Perhaps
one reason can be found in the number of sold units of
electrical traction drives which is still marginal. As a result,
the lower machine costs of a switched reluctance machine
cannot compensate the higher costs of the power converter
for switched reluctance machines which is not state-of-the-
art as a converter for rotating field machines. Nevertheless,
the switched reluctance machine has the most simple and
robust rotor of all machine types known. Just a stack of
laminations without windings, a squirrel cage or even
permanent magnets, the rotor of a switched reluctance
machine can withstand the highest temperatures.
Furthermore, the stator with its single winding per tooth can
be manufactured much cheaper than a distributed winding of
a rotating field machine.

There are further advantages of switched reluctance
machine drives that make an application more simple. With
permanent magnet machines, a problem with induced
voltages at idle mode exists. This becomes extreme at high
speeds and a high current component which compensates
these high induced voltages is necessary. Indeed, it is the
active field weakening that lowers the high efficiency of a
permanent magnet machine in high speed operating areas.
These problems do not occur in switched reluctance
machines.

Nevertheless, the switched reluctance machine also has
disadvantages in comparison to the other machine types.
These can be reduced by means of modern control
technology. State-of-the-art is a hysteresis current control in
combination with switched reluctance drives (Figure 1). The

Figure 1: Standard hysteresis current control of switched reluctance drives
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Figure 2: Direct Instantaneous Torque Control (DITC) for switched
reluctance.

control variables turn-on and turn-off angle and the
reference current are precalculated offline in dependence on
the stationary operating point defined by commanded torque,
actual speed and dc-link voltage. In the end, this kind of
control is an open-loop torque control. Indeed, the control
deviation and the torque ripple does not reach a quality that
is known from rotating field machines with field oriented
control. The torque ripple that results from the commutation
from one phase to the other can be minimized by means of
current profiling. But also these profiles are precalculated
off-line for stationary operating points. Moreover, the
profiles take a big amount of memory within the
microcontroller system.

The basic idea to cope with the problem of torque ripple
and an unsatisfying control quality of the torque sounds very
simple. Not the current has to be controlled but the torque
itself. A new control strategy called Direct Instantaneous
Torque Control (DITC) has been developed [1][3]. It leads
to a smooth torque and a good control accuracy that is
especially important for advanced drive control such as
active damping of drivetrain oscillations [4].

 The heart of DITC is the torque estimation unit (Figure
2). With the phase currents and the rotor angle, the
instantaneous torque is calculated and then a hysteresis
controller regulates this quantity to the reference torque. The
control variables turn-on and turn-off angle still have to be
precalculated. However, the accuracy requirements of these
values are not as high as with current control. Obviously, the
reference current as the third control variable is eliminated.

II. DITC

A. Functionality of DITC
The basic requirement for DITC is the on-line availability

of the total instantaneous machine torque. The instantaneous
torque of switched reluctance machines cannot be
determined by simple analytical equations as in dc machines
or rotating field machines. Due to the nonlinear machine
characteristics and block-wise excitation of SR-technology,
the instantaneous torque can only be estimated by means of
stored machine characteristics [2]. For torque estimation,
these characteristics represent torque as a function of phase

current and rotor position or as a function of phase current
and phase flux linkage. The estimation of flux linkage is
always difficult at low speeds due to the integration of a low
average phase voltage for a long excitation period.
Therefore, for the project presented in this paper, the
instantaneous torque is estimated using phase current and
rotor position.

The control strategy of DITC comprises a digital torque
hysteresis-controller, which generates the switching signals
for all activated machine phases. In single-phase conduction,
the hysteresis controller regulates the estimated torque of
one phase. During phase commutations, the phase torque of
two adjacent phases is controlled indirectly by controlling
the total torque with a multiple-level comparator. To obtain
satisfactory torque commutation, a special switching strategy
is implemented in the controller. If the machine operates in
two-phase conduction (i.e. phase commutation), the
magnetized outgoing phase switches into the zero-voltage
state. If the incoming phase cannot yet produce the required
torque within an inner hysteresis band, the outgoing zero-
voltage phase changes back to switching state. In this way,
total torque can be regulated.

The performance of the hysteresis controller is
demonstrated by a simulation result shown in Figure 3.
Aside from the presentation of the total instantaneous torque
ripple (top), the phase voltage (middle) and the torque
produced by each phase (bottom) are depicted.

At T1 the commutation process starts by turning on the
subsequent machine phase. The phase which was previously
activated changes into the zero-voltage state. A few
microseconds later, the total torque drops below the lowest
switching threshold (see top graph in Figure 3). This means
that the incoming phase cannot provide sufficient torque and
the outgoing phase must be connected to the positive dc-link
voltage again. By doing so, the total torque can be controlled
within the outer hysteresis bands. As can be seen, the
outgoing phase is required to take action twice to maintain
total torque within the outer hysteresis band. Once the
incoming phase is able to regulate the total torque, the
outgoing phase dwells in the zero-voltage state. At T2, the
total torque rises above the highest switching threshold. To
avoid demagnetization of the incoming phase, the outgoing
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Figure 3: The functionality of DITC
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phase, which is in zero-voltage state, is demagnetized with
negative voltage. Finally, this phase is completely
demagnetized at T3, i.e. the end of the conduction period is
reached. After T3, the controller acts as a normal hysteresis
controller using the inner hysteresis bands to switch the
incoming phase.

B. Advantages of DITC
Since the advantages of DITC are very fundamental, they

are summarized in this section once again.
• Smooth torque quality
• Direct compensation of the inherent torque ripple

during phase commutation
• Good steady state torque control accuracy in the

lower speed range
• Simplification of sets of control variables
• Reduction of control variables tuning

C. Simulation Results
Figure 4 shows impressively the improvement in steady-

state control of switched reluctance drives which can be
reached by using DITC in comparison to classical current
hysteresis control.

From Figure 4 (left), it is evident that, despite smooth
current control, the instantaneous electromagnetic torque
fluctuates significantly above and below the commanded
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Figure 4: Simulated torque (top) and phase current (bottom) of a current
controlled SRM (a) and DITC (b)
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Figure 5: Switched reluctance drive on the test bench value (150 Nm)
during phase commutations when using a common open-
loop torque controller containing an inner current control
loop. As it is shown in Figure 4 (right), DITC regulates the
total instantaneous torque within a small hysteresis band for
the identical average operating point, as in the left
simulation. For verification of these results, DITC was
implemented in a switched reluctance prototype drive
system.

D. Experimental Results
A complete test-bench arrangement was built up to verify

the performance of a DITC switched reluctance machine
drive. The test drive is a 16/12-pole switched reluctance
starter-alternator application. The drive is designed and
developed for the 42 V Powernet and has to supply a
continuous power of 6 kW in generator operation. Figure 5
illustrates the test bench with load machine, switched
reluctance machine, converter, and control unit. A digital
signal processor platform ISEADSP is utilized in the control
unit. Using this ISEADSP platform, rapid prototyping and
implementation of various control strategies of switched
reluctance drives are possible [6]. In addition to DITC, the
normal hysteresis current control was implemented on this
platform in order to compare and demonstrate the improved
performance by DITC.

Figure 6 illustrates the experimental results of DITC and
the normal hysteresis current control. The experiments were
carried out at identical operating points. In Figure 6a, the
switched reluctance drive is operated with DITC at a speed
of 200 rpm. The torque command is set to 35 Nm. As can be
seen from Figure 6a, the instantaneous torque is always
regulated in the hysteresis band even during phase
commutation. This shows a significant improvement of the
drive performance, since the inherent torque ripple is
completely eliminated by DITC. Furthermore, the developed
torque is determined solely by one control parameter, i.e.,
the torque command. It is verified not only by the
simulations but also by the experiments that DITC can
deliver the desired torque independently from the switching
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angles in a wide operating range. Hence, the control
accuracy of DITC is better than a control strategy with off-
line precalculated control parameters, since the control
accuracy does not depend on the accuracy of those
parameters, i.e. turn-on and turn-off angle.

Figure 6b shows the experimental results with a hysteresis
current control. In contrast to DITC, this control is
characterized by the enormous torque ripple during phase
commutation. This kind of controller can only regulate the
average torque and this leads to a low dynamic performance
at low speeds. In order to achieve the desired average
torque, the corresponding control parameters, i.e. reference
current, turn-on and turn-off angle have to be determined by
either online or offline calculations based on the given
criterion, e.g. torque ripple or efficiency. As a consequence,
the torque control accuracy depends on the accuracy of three
control parameters and this increases the possibility of
torque deviation from the torque command. As a conclusion,
DITC offers a high performance and a good control
accuracy. The instantaneous torque is smoothly regulated
and always follows the torque command. Therefore, the
drive performance with DITC is significantly improved in
comparison to other conventional switched reluctance
controllers.
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Figure 6: Experimental comparison of DITC and hysteresis current control

III. DITC AT HIGH SPEED

As in other electrical machines, the back emf of SR-
machines increases proportionally to speed. In high speed
operating regions, this back emf becomes significant in
comparison to the dc-link voltage and leads to a reduction of
current and torque slope respectively. Due to the reduced
torque slope, the total torque cannot be continuously
regulated within the hysteresis band all the time because the
produced instantaneous torque increases and decreases with
a too low slope to follow the controller command. This
results in a rise of torque ripple and loss of good control
accuracy, because the average torque begins to drop and
deviate from the torque command, as shown in Figure 7.
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Therefore, an additional control function is required to
compensate the drop of average torque, so that a good
control accuracy and linearity can be achieved up to the limit
of the single-pulse operation, as shown in Figure 8a. Figure
8b shows the whole operating range of a switched reluctance
drive with DITC. The operating region, in which the
additional compensation should be active, is illustrated in
Figure 8b as DITC**. On the other hand, in the region,
which is indicated with DITC, i.e. the low speed range, the
instantaneous torque can be continuously regulated within
the hysteresis band without any additional control function.

Figure 9 illustrates an additional control function for
compensating the drop of average torque at high speed. This
function is additionally integrated in the basis control
without any change of the main structure of DITC. The
torque command provided to the torque hysteresis controller
is defined by Tref**. In the low speed range, Tref** is set
equal to Tref*, which is given from the higher level
controller or the user. The torque compensation is not
necessary at this low speed range and, therefore, is
automatically deactivated (Tcom = 0), because the controller
can still regulate the instantaneous torque in the hysteresis
band.

In the high speed range, in which the average torque
begins to drop below the torque command, the torque
compensation is activated in order to compensate this torque
drop. This torque compensation is implemented by a digital
integrator, which integrates the difference between the
estimated average torque and the torque command and
provides Tcom as output signal. Tcom will increase until the
average torque reaches the desired torque. The dynamics of
the compensation can be adjusted by varying the integrator
gain.

The further discussion is in which conditions the torque
compensation should be activated and deactivated. Since a
sudden transition of control strategies may lead to an
undesired drive behavior or uncontrollability of the drive,
criterion for smooth transition of this torque compensation
have to be determined to avoid the problem of hard
transition. From a study using the simulation model, the
proper criterion, which can be applied for all operating
ranges, were found as follows:
• compensation activated, if |Tref*-Tavr| > k|Tref*| in

steady state
• compensation deactivated and reset, if the sign of Tcom

or Tref* change

+

+

Average Torque
Estimation Unit

Torque
Compensation

* **

com
avr

Figure 9: DITC with compensation at high speeds

Figure 10: Simulation result of the torque compensation

The compensation is activated, when the average torque
Tavr deviates from the torque command Tref* more than the
threshold value k|Tref*| in steady state. The typical value of
the threshold factor k lies between 1%-5%. After the
compensation is activated, the compensation value Tcom is
increased stepwise by the digital integrator (or decreased by
negative torque command) until the average torque Tavr
reaches the command value.

For deactivating the compensation, two criteria are
applied. The first criterion is that the compensation is turned
off if the compensation value Tcom changes it sign. As
Tcom crosses zero value, it means that the average torque is
approximately equal to the torque command. And then the
compensation is not necessary any more and should be
deactivated.

The second criterion is the sudden sign change of the
torque command (Tref*). With the sign change of torque
command, the sign of compensation torque Tcom will be
changed later as the actual torque follows the torque
command. The compensation could be also automatically
deactivated by the first criterion. However, the transient
process can be accelerated by resetting the compensation
torque Tcom at once as the sign change of torque command
is detected.

Figure 10 presents the simulated result of this torque
compensation function. The drive is operated at 3500 rpm
with the torque command of 35 Nm. At this operating point,
the average torque drops from the torque command by 10%
(3 Nm), which can be seen at the beginning of the
measurement. After that, Tref*-Tavr is greater than the
threshold value (2 %Tref* in this simulation) in steady state ,
therefore, the compensation is activated. The torque
compensation is increased stepwise by the digital integrator
until the average torque reaches the desired torque
command. The settling time and dynamic of the torque
compensation can be optimized by adjusting the integrator
gain. In this simulation, the gain is adjusted so that the drive
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delivers no average torque overshoot in order to avoid
torque oscillations. Furthermore, this simulation result
demonstrates a smooth transition from the normal DITC to
the operation with torque compensation resulting in a good
control stability.

The implementation and experiments of this additional
control function for DITC at high speeds are being carried
out. More details and experimental results will be presented
in the future work.

IV. CONCLUSION

The instantaneous torque controller of switched reluctance
vehicle propulsion drives was introduced. Using a new
control strategy called Direct Instantaneous Torque Control
(DITC), an improved drive performance is achieved in
comparison to a conventional switched reluctance torque
control. The controller with DITC possesses the direct
controllability of the instantaneous torque by means of the
hysteresis torque controller resulting in smooth torque and a
good accuracy. By using the machine characteristics the
instantaneous torque is estimated. Since torque is directly
applied as a control command, the control variable set is
substantially simplified due to the elimination of the
precalculated current command. Moreover, the controller
can operate with a large tolerance of precalculated control
variables, i.e. turn-on and turn-off angle, without reducing
control accuracy. In high speed ranges, the instantaneous
torque cannot be regulated within the desired hysteresis all
the time due to the high back-emf. Hence, an additional
control scheme was proposed to maintain the control
accuracy and the torque output linearity over the entire
operating range.

It can be concluded that the proposed instantaneous
torque controller offers evident improvements of the control
quality and drive performance. Using this instantaneous
torque controller, the switched reluctance drive becomes
more competitive in vehicle propulsion applications
compared to the conventional rotating field machines.
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Abstract— This paper presents an implementation of 
efficiency optimization of reluctance synchronous motor 
(RSM) using a neural network with a direct torque control. 
The equipment circuit in RSM which consider with iron 
losses is theoretically analyzed and the optimal current 
ration between torque current and exiting current 
analytically derived. For RSM, torque dynamics can be 
maintained even with controlling the flux level because a 
torque is directly proportional to the stator current unlike 
induction motor. In order to drive RSM at maximum 
efficiency and good dynamics response, the neural network 
is used and to achieve complex control algorithms, the 
TMS320F2812 board is employed as control drivers. The 
experimental results are presented to validate the 
applicability of the proposed method. The developed control 
system show high efficiency and good dynamic response 
features with 1.0 [kW] RSM having 2.57 ratio of d/q. 
 
Index Terms— Direct Torque Control, Neural Network, 
Reluctance Synchronous Motor, TMS320F2812, Optimal  
Efficiency. 
 

I. INTRODUCTION 

The  need to save energy has drawn the industrial attention 
to the losses and efficiency of motors. The main efforts for 
higher efficiency are focused on improvement of materials and 
optimization of design strategies. However, efficiency can also 
be improved by intervening in the operational principle of 
motors. Several simple and effective control methods have 
been proposed in order to minimize the losses, to improve 
dynamic response[1],[2]. 

Also recently, neural network(NN) and direct torque 
control(DTC) have much attention in control application. The 
application of NN and DTC to induction and synchronous 
motor drive are developed in many researches. Because the 
former has capability of mapping non-linear relation between 
inputs and out signals, the latter has simple and good dynamic 
response. 

In general, the DTC method divided into constant flux 
method and variable flux method. The constant flux method, 
have been commonly used, is always kept constant as exciting 
current component whenever a load is light or heavy. 

At lighting loads, maximum efficiency will be achieved with 
a reduced exciting current component, compared with the 
constant flux method. Consequently, there is an optimum 
exciting current component which gives a specified torque and 
speed with maximum efficiency[3]. 

The reluctance synchronous motor(RSM) have gained an 
increasing popularity in a variety of industrial application. 
Especially, RSM have recently attracted as a viable alternative 
to induction, synchronous and switched reluctance machines 
in medium-performance drive applications. This has been 
made possible by limiting some traditional RSM drawbacks, 
such as poor power factor and low-torque density, related to 
the limited saliency ratio obtainable using conventional rotor 
design. The RSM has certain advantages over other types of 
ac machines. Compared to other type ac machines, since the 
RSM has a mechanically simple and robust structure, it is 
capable of high-speed operation and for use in high 
temperature environments. In addition, the absence of rotor 
Joule losses and of iron rotor losses in the case of sinusoidally 
distributed mmf., results in better exploitation of the stator 
structures and colder rotor, which is preferable in certain 
application. Furthermore, these motors require little 
maintenance. These advantages make the RSM very attractive 
for wide variety of applications from low to high speed and 
also in high dynamic performance drives [4]-[10]. 

In this paper, efficiency optimized current angle condition in 
RSM which minimizes the copper and the iron loss is derived 
based on the equivalent circuit model of the machine. From 
this  mathematical analysis , we get a simulation data and the 
NN used in this paper are trained off-line to map the optimal 
flux reference. In order to achieve neural network and DTC 
algorithm, TMS320F2812 DSP board is used. In the proposed 
algorithm allows the electromagnetic losses in variable 
speed/torque drives to be reduced while keeping good 
dynamic responses. Experimental results are presented to 
validate the proposed algorithm. 

 
Min-Huei Kim,  Nam-Hun Kim 

 
 Dept. of Automatic Electrical Engineering, 

Yeungnam College of Science & Technology,  Republic of Korea 
Email: mhkim@ync.ac.kr 

An Optimal Efficiency Control of Reluctance Synchronous Motor Using 
Neural Network with Direct Torque Control 

 

36



II. RELUCTANCE SYNCHRONOUS MOTOR 

 

A   Structure of Reluctance Synchronous Motor 
RSM has stator winding similar to those of a three-phase 

induction motor and a rotor designed with appreciably 
different values of the reluctance on the direct and quadrature 
axes. This RSM has the advantages of both the induction 
motor and the synchronous motor[11]. The electromagnetic 
torque production of RSM depend on ratios of dL  and qL  
inductance(saliency ratio). Early, d-axes and q-axes 
inductance ratios of RSM could not exceed much more than 2:1 
resulting in a larger frame size than an equivalent induction 
motor. However, development of power electronics enabled 
variable speed drive and also improvement of design 
technique allowed higher saliency ratio. Indeed, ratios dL / qL  
(8~20) have been reported. There are many different saliency 
ratio versus rotor type. In this paper, rotor of flux barrier type 
was used to cost and mass production[4],[11]. 

The vector diagram in synchronously rotating reference 
frame is illustrated in Fig.1. The RSM can be starting 
asynchronously, and be operating synchronously at steady 
state from rest by proper inverter control. Hence, elimination of 
both the field winding and damper winding equation forms the 
basis for the d-q equation for a RSM. The equations are 
(1)-(5)[3],[4],[7],[12],[13]. 
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22|| qsdss Φ+Φ=Φ                                                              (5) 

 
 

Where mqmd LL ,  and lsL  are, respectively, the direct axis 
and quadrature axis magnetizing inductances and the leakage 
inductance. The qauantity sR  is the stator resistance per 
phase and rω  is the speed of the rotor. 

 From (3), we know that the electromagnetic torque can be 
expressed in terms of the stator current amplitude and current 
angle ε . It is mean that torque control dynamics can be 
maintained with adjusting the flux to optimizing the efficiency. 
This is because the flux linkage in RSM is dirctly proportional 
to the stator currents since the rotor circuit is opened[1]-[4]. 
The equations are simply compared induction machines 

because the field winding is nonexistent and rotor cage is 
normally omitted, which predicts that the control scheme of 
RSM can be simpler than ones of synchronous or induction 
machines. 
The inductances are nonlinear function of rotor position and 

current due to the magnetic saturation have to be 
compensated. In order to measure nonlinear inductance, we 
measure inductance versus stator current and rotor position 
angle. Fig.2 shows measured inductance versus position and 
current. Fig. 3 shows measured dL and qL versus stator 

current. 
 

 
Fig. 1. Vector Diagram of RSM  

 

 
Fig. 2. Measured inductance versus position angle 

 

 
Fig. 3. The Measured Ld and Lq versus stator current 
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III. OPTIMAL EFFICIENCY CONTROL 

 

A. Mathematical analysis 

Fig. 4 shows d and q-axis equivalent circuit of RSM in 
synchronously rotating reference frame. The resistance sR  is 

occurred copper loss. The resistance mR  which accounts for 

core loss is connected in parallel with the magnetizing branch 
and induced speed voltage. The current components which 
are directly responsible for torque and flux production are 

qodo II , . These currents differ form the terminal current qsds II ,  

because of the existence of core loss branch. From Fig. 4, the 
d-q voltage equation in synchronously rotating reference 
frame for RSM are (6) and (7). 
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where, qd LL ,  are direct axis inductance and quadrature axis 

inductance respectively. Equation (8) is electromagnetic 
torque cosidered core loss as  
 
 

qodoqde IILLPT ))(2/)(2/3( −=                                                       (8) 

 
Where, P  is the number of poles. 
As mentioned previously, the efficiency of variable speed 
drive is one of the most important factor. It is possible to 
compute the copper and the iron losses as the function of 

qodo II ,  as (9), (10). 

 
Copper loss :  
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Iron loss :  
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The losses are concentrated in the stator and those in the rotor 
which are mainly due to the flux ripple are assumed to be 
negligible. The efficiency is optimized by minimizing the total 
losses of copper and iron losses. Let the ration of d- and q-axis  
current be doqo II /=ζ , the optimal ratio minimizing the total 

losses can be found under given speed and load condition as 
(11). In the calculation of (11), the generated torque must be 
constant for the given operation point as (12). 
 

0/ =∂∂ ζtotalP                                                                         (11) 

=qodoII constant                                                                       (12) 

 
By solving (11) and (12), optimal ration of torque producing 
current optimalζ  can be found as (13) 
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The reference flux are calculated from current angle(ε )and 
current vector( sI ) as (14) 

εε 2222* cossin dqss LLI +=Φ                                                    (14) 

Thus, for minimum loss, the optimalζ  is constant at a given 

speed and depends on only the motor parameters and motor 
speed. Therefore, the high efficiency RSM drive can be 
achieved with simple algorithm. 
 

 
 

Fig. 4 Equivalent circuit of RSM with core loss 
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B. Neural Network 

In this paper, the NN is utilized to map (14). Fig. 5 shows the 
configuration of NN used in the proposed algorithm. This NN 
consists of 2 input node(speed and stator current), 4 hidden 
layer and 1 output(flux reference). Nodes in the hidden layer 
and output layer have the sigmoid function. The back 
propagation(BP) rule to train the NN is used. The off-line 
training of the network is performed to updating the weights [2]. 

IV.  DIRECT TORQUE CONTROL OF RSM 

A DTC of RSM divided into constant flux method and variable 
flux method. A DTC algorithm is possible to control of directly 

the stator flux linkage and the electromagnetic torque by the 
selection of optimum inverter switching pattern. The selection 
is made to restrict the flux and torque errors within respective 
flux and torque hysteresis bands, to obtain fast torque 
response, low switching frequency, and low harmonic losses. 
So that DTC allow very fast torque response and flexible 
control of a RSM. The main advantage of the DTC are absence 
of coordinate transformations and voltage decoupling block, 
reduced number of controller and effect of motor parameter 
variation, actual flux-linkage vector position does not have to 
be determine, but only the sector where the flux linkage is 
located[3],[12],[13].  

 

 
Fig. 6. System configuration 

 

 
Fig. 5. Configuration of the neural network 
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TABLE I 
APPLIED MOTOR PARAMETERS 

Inertia moment 0.003 Rs 1.0[ohm] 

Poles of stator 4 Rated torque 4.0[Nm] 

Poles of rotor 4 Rated current 5.0[A] 

Rated output  1.0[kW] Lq 28[mH] 

Rated rpm 2400[rpm] Ld 72[mH] 

 

V.   SYSTEM CONFIGURATION 

Fig.6 shows the applied system configuration. The control 
system consist of IGBT voltage source inverter(VSI), stator 
flux observer, two hysteresis controllers, a neural network, an 
optimal switching look-up table, and TMS320F2812 DSP 
controller by using fully integrated control software. In order 
to remunerate nonlinear inductance, be used compensated dL  
and qL  value against d-axis and q-axis current 

The reference flux is made to maintain current angle within 
optimum angle, to obtain optimal efficiency with neural 
network. Table 1 shows applied motor parameters. 
 

A.  TMS320F2812 

The TMS320F2812 DSP is the newest member of the 
TMS320C2000 DSP platform. The TMS320F2812 is a very 
efficient C/C++ engine, hence it enable to use math algorithms 
and neural network algorithms using C language. The 
TMS320F2812 has 6.67ns’ instruction cycle(150MIPS) and the 
32 x 32-bit MAC. These high performance feature is removes 
the need for a second processor in many systems  and enable 
the it to efficiently handle higher numerical resolution 
problems  [14]. 

The TMS320F2812 DSP has hardware features such as 
12bit ADC(80 ns, 16channel), PLL base clock module, 56 digital 
I/O, 3 external interrupt, 4 general purpose timer, 3 CPU 
timer(32 bit), 1.8V core, 3.3V I/O and 16 PWM. 
Fig. 7 shows the functional block diagram of TMS320F2812 
DSP. 

VI. EXPERIMENTAL RESULTS 

 
In this paper, an experimental study of the 

optimum-efficiency control of the RSM using neural network 
with direct torque control was carried out. In order to obtain 
optimum efficiency, optimum current angle was 
mathematically delivered. Fig. 8 shows photo of applied RSM 
with a flux barrier rotor type. Fig.9 show static efficiency 
versus torque characteristics of constant flux control and 
proposed control at various speed conditions. From the 
results, the improvements of efficiency for the proposed 
method are remarkable especially at light load condition.  

Fig. 10 and 11 show dynamic characteristics of constants 
flux control and proposed control. In these figures, speed 
command is changed by 1000 to -1000[rpm]. Fig.10(a) 
represents characteristics of speed response at constant flux 
control, (b) waveform of stator flux linkage at constant flux 
control. Fig.11(a) shows characteristics of speed response at 
proposed control, (b) waveform of stator flux linkage at 
proposed control. In steady state, flux values of proposed 
control are maintained at low value compared constant flux 
control to minimize the machine losses. 

Fig. 12 show dynamic characteristics of control algorithm 
which flux is proportional to torque and proposed control 
algorithms . In this figure, speed command is varied to –1500 to 
0 and 1500[rpm]. Fig.12(a) represents comparison of speed 
response. (b) represents the enlarged characteristics in 
transient state. As you can see, the proposed control 
algorithm, is used neural network, is good dynamic 
performance than control algorithm, is proportional to torque. 
(c) represent waveform of stator flux linkage under proposed 
method. (d) represent waveform of stator flux linkage under 
control method which flux is proportional to torque. 
 

 
Fig. 7. Functional block diagram of TMS320F2812 DSP  

 
Fig. 8. A Model of the Reluctance Synchronous Motor 
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(a) Characteristics of speed response 

 
(b) Waveform of stator flux linkage  

Fig. 11. Control characteristics of efficiency optimized control 
 

(d) Efficiency characteristics at 1500[rpm] 
Fig. 9. Efficiency characteristics versus control method 

 
(a) Characteristics of speed response 

 
(b) Waveform of stator flux linkage  

Fig. 10. Control characteristics of constant flux control 

 
(a) Efficiency characteristics at 300[rpm] 

 
(b) Efficiency characteristics at 500[rpm] 

 
 

(c) Efficiency characteristics at 1000[rpm] 
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VII. CONCLUTIONS 

For reluctance synchronous motor, torque dynamics can be 
maintained with controlling the flux level because the 
generated flux is directly proportional to t he stator current. So, 
in this paper, to obtain minimize the machine losses and good 
dynamic response, the stator flux command which is 
maintained optimum current angle is derived based on 
equivalent circuit model of the machine. And the NN is trained 
off-line to map the optimal flux reference. To validate the 
performance of proposed method carried out experiments with 
1.0[kW] flux barrier reluctance synchronous motor. 
Experimental results shows that the proposed control 
algorithm allows machine losses in variable operating points 
to be reduced while keeping a good dynamic response. 
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(a) Comparison of speed response 

 
(b) Enlarged speed response in transient state 

 

(c) Waveform of stator flux linkage  under proposed method 

 

(d) Waveform of stator flux linkage  under control method which 
flux is proportional to torque  

Fig. 12. Control characteristics of efficiency optimized control 
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Abstract—Permanent magnet technology allowed – together
with advances in glass and carbon fiber shell development –
design of high-speed drives with surface mounted magnets. Use
of double-layer pitched winding, leading to  flux distribution
with small field harmonics, and low loss sheets result in low
additional losses at high speed and sine wave supply. Inverter
supply needs filtering to keep additional losses low. Stator
water-jacket cooling contributes to compact motor design.
Compared with high-speed copper cage induction motors the
PM synchronous machines are superior in power density,
lower losses and winding temperature. Measured results on
24000/min, 30 kW, induction and PM machines with grease
lubricated spindle bearings are presented along with
magnetically levitated 40000/min, 40 kW PM prototype
machines. Magnetic bearings allow raising of speed and offer
additional functionality such as active imbalance
compensation.

I. INTRODUCTION
It is technically and economically profitable to use high

speed applications with direct drives, because they do not
need any gear units as additional mechanical components !
It is possible to use them in machine tools performing high
speed cutting with an improved cut quality and reduced
processing time. Typically, speed in range of 15000 to
80000/min is required for a cutting power of up to 100 kW.

Applications of high-speed drives in compressors lead to
clearly reduced unit volume for both the compressor and the
drive at a given volume rate of flow and back-pressure.
Typically, the speed ranges from 40000 to 60000/min at a
compressor power of typically 50 to 500 kW. No field
weakening of electric machine is applicable, as compressor
power rises with third power of speed. So surface mounted
permanent magnet rotors are well applicable. High-speed
trend is also existing for larger compressor motors. Due to
their bigger rotor diameter, speed in the range of 8000 to
10000/min has to be counted already as “Hi-Speed”
application with typical compressor power of  5 to 15 MW.

Micro gas turbines are considered in the trend today for
applications in the distributed power system which is
intensely discussed. The high speed turbines require a
special Hi-Speed generator in order to spare any gear units.

Other examples for the applications of Hi-Speed drives
are motor-generators for flywheel storage, starter-generators
for airplane propulsion units or braking machines for test
rigs e.g. for Formula 1 internal combustion engines.

The gearless direct drives demand special Hi-Speed
electrical machines. The design and behavior of these
machines is discussed in this paper !

The advantages of the Hi-Speed drives are:
- No gear units: No cost for the units, no oil leakage

and oil change respectively, operation with low rate
of wear, no losses of gear units, low noise and higher
overload capacity.

- Small motors: The high speed at a low torque makes
a high power possible. The motor size is determined
by the torque, therefore, in spite of the high power it
is possible to use a small motor (“power from
speed”) which leads to a low weight construction.

- Concept of integrated motor applicable: The
compact and volume-reduced construction allows the
integration of the motor into the machine module.
This is supported by the low amount of components
(no gears), which reduce the total “parasitic mass”
(less couplings). The integration of the drives
stimulates new construction varieties in the machine
manufacturing.

- Improved dynamics: Avoiding mechanical trans-
mission elements (gears, couplings) leads to
mechanically stiff drives, which can be controlled
with a higher control quality (“dynamic” control).

II. MOTOR DESIGN RULES

DC-drives are less convenient for Hi-Speed applications
due to the problems of brush contacts and commutator
strength. But, there are various AC-motor concepts which
are applicable in high-speed drives [7].

- Induction Squirrel-Cage-Rotor Machines [1]:
They can be operated in the field-weakening range,
where it is possible to limit the converter power for
applications with constant power operation. No
encoders are necessary for high speed. Highest stress
due to the centrifugal forces are allowable when
using  special massive rotor without any cage.

- Permanent-Magnet Synchronous Machine [5]:
Thanks to the excitation of the rotor fields “requiring
no excitation current”, it is possible to reduce the
losses which is significant when considering that the
Hi-Speed drives have high additional losses. In case
of surface mounted magnets, glass fiber or carbon
fiber bandages are necessary to fix the magnets. For
rotors with buried magnets [8], the rotor plate itself
fixes the magnets. The field-weakening operation for
the rotors with buried magnets is easier to perform
than with rotors with surface mounted magnets.

- Homopolar Synchronous Machines: This machine
has a variable DC-excitation in the stator, therefore it

High-Speed Drives with Permanent-Magnet Machines and Active Magnetic Bearings

A. Binder
Electrical Energy Conversion, TU Darmstadt

Landgraf-Georg-Str. 4, 64283 Darmstadt, Germany
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is easy to perform field-weakening. The unwound
rotor is mechanically very rugged. However, the
motor utilization is lower than other motor types in
consequence of  its principles.

- Switched Reluctance Motors: This motor type has
also a rugged unwound rotor and good field-
weakening performance. However, a special
converter is necessary for its operation. The rotor is
built using toothed-wheel principles. This requires
measures to limit the friction and windage loss,
which is generated by the pump effect at high speed.

Electromagnetic and geometric design parameters for
high-speed motors are current load A, flux density B, current
density J, rotor and average bearing diameter d and dm, and
the active rotor length lFe. Machine power

nBAldP ⋅⋅⋅⋅ Fe
2~ (1)

rises with the speed n. For low speed machines winding
temperature rise ϑ∆  is mainly determined by the current
density and current load

JA∆ ⋅~ϑ (2)

and by the cooling system e.g. stator water jacket cooling
and increased thermal conductivity from winding overhangs
to cooled stator housing. In high speed machines the
following losses, which rise with speed, are much more
dominant in determining the winding heating, namely the
iron losses,

8.1          ,~ 2
Fe ≈⋅ xnBP x (3)

the friction and windage losses,

3...2          ,~ Fewfr =⋅⋅+ ynldP y  (4)

and the additional stray load losses

 2...5.1          ,~ 2
ad =⋅ znIP z  . (5)

These losses must be kept within reasonable limits by
keeping B low, by using windings with low space harmonic
flux wave generation and by using inverter output filters to
reduce current time harmonics. Further it is important to
keep the tangential mechanical stress due to centrifugal
force

2
u~ vσ  

(6)

within allowable material values. Thus, the rotor
circumference speed is a main parameter of “Hi-Speed”-
operation

ndv ⋅⋅= πu ,  (7)

which ranges between 100 m/s and 250 m/s at maximum
speed operation. Over-speed test according to IEC 60034-1
demands 20% higher speed, at which the machine must be
able to run for 2 minutes without any inelastic deformation.
Mechanical stiffness of rotor correlates with natural bending
frequency of the rotor, which depends on rotor dimensions.

2
Fe

e ~
l
df   (8)

This requires a minimum rotor diameter in case of
operation at n < fe. The average bearing diameter dm

depends strongly on the rotor diameter. The corresponding
bearing circumference speed

ndndv ⋅⋅⋅= mmm ~π  (9)

determines bearing life. For grease lubricated ball bearings
limit is min/105 5

m mmnd ⋅≤⋅ . Special ball bearings such
as spindle bearings with reduced ball mass or hybrid
bearings with ceramic balls allow increased speed.
Minimum oil lubrication instead of grease, which makes oil
pump necessary, allows min/105.2 6

m mmnd ⋅≤⋅ . Instead
of this, at very high speed, active magnetic bearings are also
used.

III. COMPARISON OF INDUCTION VS. SYNCHRONOUS
MACHINE

For identical stator construction (Fig. 1) with water jacket
cooling a 4 pole induction machine with copper oval bar
squirrel cage and a synchronous machine with permanent
magnet rotor with surface mounted Sm2Co17 magnets, fixed
by fiber glass sleeve, were compared by simulation and
experiment considering their operation behavior. The rotors

Fig. 1. 30 kW, 24000/min, 4 pole Hi-speed 3-phase AC machine:
above: induction machine, below: synchronous PM rotor

Copper-oval-bar
squirrel-cage

PM-rotor
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(Fig. 2) used spindle bearings with grease lubricating and
axial springs for axial pre-loading. Both motors were
designed for 30 kW nominal power at 24000/min. The main
rotor dimensions were identical: d = lFe = 90 mm. The
power density as nominal power referred to the motor active
volume equaled 25 kW/dm3 [10].

Motor Induction
copper cage

Synchronous
PM-Sm2Co17

Us,LL (line-to-
line), Is, cos ϕ

330 V, 72.8 A, 0.77 311 V, 62.2 A, 0.95

Speed, slip 23821/ min, 0.008 24000 / min, 0.0
Output power 29933 W 30157 W

PCu,s, PCu,r 537 W, 251 W 353 W, 0 W
PFe, PR, Pad 650 W, 480 W, 49 W 660 W, 440 W, 100 W

Cooling-water
temperature

Inlet: 41.5°C
Outlet: 47.5°C

Inlet: 44.4°C
Outlet: 48.1°C

Cooling water
rate of flow

3.25 l/min 3.25 l/min

Heating: Winding
overhang / slot *)

84.5 K / 68.5 K 42 K / 36 K

Efficiency 93.7 % 95.1 %
*) Temperature rise over water-outlet temperature

Table 1: Comparison of steady-state measurements at thermal load runs
at a sine wave supply 800 Hz for prototype induction and PM-
synchronous motor

The measurement results of the thermal load runs -
performed at the institute test bench (Fig.3) - show that the
induction machine generates higher losses and heating for a
sinusoidal power supply with 800 Hz at similar power level.

Note, that the chosen induction motor is already a
machine type with low losses compared to other
constructions for squirrel-cage motor in high-speed
applications like aluminum die-cast rotors [11]. The lower
losses and temperature rise of the PM synchronous machine

recommends this type for further investigation.

IV. MEASURES FOR CURRENT SMOOTHING

The current time harmonics due to the machine power
supply by a converter have significant influence on the
additional losses and heating of the Hi-Speed drives because
of the low winding number and inductance as a
consequence of the high speed. Therefore, the current
harmonics with relatively high amplitudes generate in turn
magnet fields that induce additional eddy-current losses [6].
Loss calculations and experiments (Fig. 3) were done for
comparing different power  supply modes. The PM
synchronous motor was supplied at 800 Hz with power
generated by
a) a sinusoidal voltage from synchronous generator,
b) a PWM-IGBT Voltage Source Inverter (VSI) at a

switching frequency of 12 kHz,
c) a VSI with six-step modulation and variable DC link

voltage 0...520 V.

Additionally, for the VSI supply according to b) a stator
current smoothing [12] is implemented by
b1) an output choke and alternatively by
b2) a sine wave filter.

The losses and temperature rise in the stator windings and
rotor magnets were measured. Rotor temperature signal
transmission was implemented by thermo-couple wires via
measurement slip rings for the on-line measurements. The
VSI PWM supply experiment without the current smoothing
resulted in a temperature of the magnets beyond 180°C, thus
surpassing the limit of the glass-fiber epoxy resin matrix.
This high temperature rise of more than 120 K made the
cancellation of the heat run necessary. In the other
experiments, the temperature rise of the magnets was always
lower than 90 K and the heating of the windings lower than

(a)

(b)

Fig. 2. Four pole rotors of Fig.1: (a) PM-rotor with surface mounted
magnets, before mounting of glass fiber sleeves, (b) Copper
cage induction rotor: Oval bars and rings

Fig. 3. Test bench for 24000/min, 30 kW, for thermal load run

PM synchronous motor
Induction machine
as load

Water-cooling

Torque transducer

Speed sensor

Rotor temperature
measurement
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60 K (Fig. 4).

Following “ranking of heating” shows the results of the
experiments:

b1) PWM with output choke +
c) block voltage ++
b2) PWM with sinusoidal filter +++
a) sinusoidal converter +++

Hence, for the Hi-Speed drive the six-step modulation is
preferred instead of the PWM method. This is contrary to
the established rules for common industry applications,
where six-step modulation with lower fundamental
frequency compared to the PWM method, generates higher
losses in the electrical machines. The established method to
use sine wave filter for the Hi-Speed induction drives is also
well-suited for the PM synchronous technology. The
filtering is very important in case of massive rotor yoke,
which is often chosen to provide higher mechanical rotor
stiffness. Experiments and numerical calculations showed
that even the time harmonic magnet fields in case of the six-
step modulation lead to high eddy current losses in the
massive rotor yoke. This means that only the sine wave
filter supply is a good solution in that case.

V. HIGH-SPEED DRIVES WITH ACTIVE MAGNETIC
BEARING

With further increase of speed, the centrifugal impacts on
the rolling elements in the bearings will be very high which
makes the use of either hybrid bearings with minimum oil
lubrication or active magnetic bearings necessary. A drive
system (Fig. 5) for 40 kW, 40000/min with radial magnetic
bearings was built and tested.

Bearing type Spindle bearing Hybrid bearing,
minimum oil lubri-
cation     or
Magnetic bearing

Power / Speed 30 kW / 24000/min 40 kW / 40000/min
mdn ⋅ 960 000 mm / min 2 500 000 mm / min

Circumference rotor
speed

vu = 113 m/s vu = 180 m/s

Bandage (sleeve) Glass-fiber Carbon-fiber
Over speed nov 28800 / min 48000 / min

Table 2: Comparison of bearing and rotor characteristic for the
manufactured drives at nN = 24000/min and 40000/min

Specifications of the radial magnetic bearings (Fig. 6)
are:

1) FBearing = 1200 N, 8 magnetic poles (x-and y-axis)
2) DC base excitation: N0 = 45/pole, I0 = 4 (6) A
3) Controllable excitation: N1 = 18/pole, I1 = 15 A
4) Bearing dimension: Laminated stator: da = 154 mm,

di = 90 mm, lFe = 40 mm
5) Bearing air gap: δLager = 0.4 mm,
6) Air gap of auxiliary bearing: δaux = 0.2 mm

The weight force of the rotor for each bearing is 100 N,
this means 12 times higher force capability of the bearing
which enables a high control dynamic during the
disturbance of the rotor position. No axial bearing was used
because of the small external force in axial direction. The
axial guidance is provided by axial magnetic attraction of
the motor rotor in the stator bore. The advantages and
disadvantages of the drives with magnetic bearings are
presented in detail in [2] and [3]. In any case, magnetic
bearings have a high potential which makes it a technically
very interesting solution. Furthermore, the use of permanent
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Fig. 4. Measured temperature in 30 kW, 24000/min PM synchronous
machine: b1) PWM with output choke, c) six-step modulation,
b2) PWM with sine wave filter, a) sinusoidal supply

Fig. 5. Cross section of 40 kW, 40000/min, PM synchronous motor
with radial active magnetic bearings
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magnet instead of use of DC base electric excitation makes
it possible to build smaller bearings with lower losses at the
same time. In particular applications e.g. the flywheel
storage, the magnetic bearing is even indispensable.

Fig. 6.   Radial magnetic bearing for 1200 N, 40000/min

VI. DESIGN OF BANDAGES FOR PERMANENT-MAGNET
ROTORS

The bandages are manufactured as sleeves from glass-
fiber or carbon fiber which is imbedded into epoxy resin
matrix. With this method, the pre-stressing and thus the
pressing force on the surface-mounted magnets are well-
defined. At very high circumference speed above 150 m/s,
the glass fiber bandages are no longer able to fix the
magnets. Here, the carbon fiber technology offers a solution
with a maximum allowable tangential stress of carbon fiber
in epoxy matrix of σt,lim = 1100 N/m2 in the sleeve.

The rotor is manufactured in the way that the “sleeves”
are either pressed on the rotor or the “cold” rotor is shrunk
into the sleeve using the cold shrinking process with liquid
nitrogen. The tangential mechanical stress in the sleeves is
caused by different forces. Moreover, on rotors with pole
gaps between the magnets (pole coverage ratio αe < 1) there
exists an additional bending stress in the bandage.

Stress factors for the bandages are:
• Temperature: The shaft and magnets expand, but the

bandage does not expand significantly, so with
increasing temperature tangential bandage stress
increases.

• Centrifugal force: It consumes a part of the bandage
pre-stressing with higher speed.

• Bandage pre-stressing: Generated by the shrinking
process, a positive residual pressure on magnets at
nov is necessary for fixing the magnets, as gluing is
not safe enough.

• Influence of pole gaps: Due to bending torque only a
lower centrifugal force is admissible.

• Magnet edges: They cause a local notch effect on the
bandage

• Axial expansion: Due to coupling of radial and axial
expansion, additional stress may be induced by axial
pressing of bandage.
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Fig. 7. Calculated von Mises equivalent stress in carbon fiber bandage at
over-speed 48000/min, 150°C, with finite elements: right: rotor M1,
left: rotor M2 – compared with analytical method

Two rotors M1 and M2 were manufactured for the drive
system with 40000/min, 40 kW. Rotor M1 had pole gaps
filled with resin, which lead to additional bending stress, so
two-dimensional stress calculation was necessary, using
Finite Element Package ANSYS, assuming bandage as
orthothropical shell. As bandage and magnets were rather
thick (Table 3), this rotor had increased mechanical stress
(Fig. 7). Rotor M2 had no gaps, so cylindrical symmetry
was given. Analytical and Finite Element calculation
therefore yielded nearly same results of rather low bandage
stress.

Rotor type M1
 “strong” magnets

M2
“weak” magnets

Outer diameter da 88.6 mm 83.6 mm
Bandage thickness hb 5.7 mm 4.7 mm

Magnet height hm 7 mm 4.5 mm
Pole coverage αe 0.87 1.0

Air gap δ 0.7 mm 3.2 mm
Shrink rule ∆D 0.24 mm 0.13 mm
Mounting of the

bandage
Axial pressing Cold shrinking of the

rotor
Table 3: Data of two different PM rotors M1 and M2 for magnetically

levitated PM synchronous machine 40000/min, 40 kW

Both rotor magnets provide sufficient capability against
continuous de-magnetization. Of course, rotor M2 with
“weaker” magnets provides the lower capability. The
calculations show that at an assumed temperature of

C150rotor °=ϑ  the total stress of the bandage as a sum of
pre-stressing, thermal expansion and centrifugal force for
M1 is two times higher than M2. Although rotor M1 also
fulfilled stress limit, this rotor surprisingly crashed already
at 35 000/min. Obviously, the real allowable stress in M1
was lower than 1100 N/mm2, perhaps due to some defect of
material, which would explain that bandage tore off already
at 35000/min (Fig. 8). Rotor M2 was successfully tested up

Magnetic
bearing rotor

Magnetic
bearing stator

 Expansion

Prestressing

Centrifugal
forceStress limit
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to 40000/min.

a) 

b) 

Fig. 8.   (a) Damaged rotor M1 after crash, (b) New rotor M2 with reduced
stress

VII. CONTROL  OF MAGNETIC BEARINGS

Uncontrolled magnetic bearings using attractive force on
magnetized iron are unstable according to Earnshaw
theorem. The function of the controlled magnetic bearings
together with the elastic rotor is significant for the low
flexural vibrations of high-speed drives. If the bending
natural frequency is at least 40% beyond the maximum
operation speed (as in our case), then the rotor may be
regarded as rigid. However, the 1st and 2nd rigid body
vibration mode of the rotor in the bearings must be taken
into account. The installed active magnetic bearings are
equipped with analogue PID-control and 50 kHz MOS-FET
power stage. The rotor position was measured by eddy-
current position sensors. In Fig. 9 experimental results for x-
and y-position of drive-end radial magnetic bearing is
shown a) for take-off and b) for impulse response at I0 = 4 A
base excitation current. At take-off the rotor hits in y-
direction the auxiliary bearing at air-gap 0.2 mm, before
being centered in rotation axis. A simulation program was
set up to investigate different control methods for further
dynamic improvement. So, simulating the controlled
bearings and the levitated rigid rotor, following control
methods were investigated [13]:

a) PID-control
b) State-space control with disturbance model
c) State-space control with integral part

Simulation result for conventional PID-control showed also
hitting of auxiliary wining during take-off.

(a) Turn-on of the magnetic bearing (2V/Div., 100ms/Div.)

(b) Impulse response of a radial it with hammer at shaft end (500mV/Div.,
10ms/Div.)

Fig. 9. Measurement of the shaft center point at n = 0 for x- and y-axis
position with a position scale of cx,y = 20V/mm:
a) Take off, b) Impulse response

The methods b) and c) have higher control value due to
better dynamic response, however they need a digital
control system. The design of the control system for the
state-space control may be refined, if the elastic rotor is
simulated.
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Fig. 10. Calculation of the vertical position x(t) at n = 0 during the take
off. Specified value: x = 0 at  t= 0 and n = 0 and I0 = 2 A.
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VIII. BENEFITS OF MAGNETIC BEARINGS AND OUTLOOK

Interesting features of magnetic bearings are:
• Use of the bearings as position sensors by inductance

measurement
• Frequency response measurement of the drive at the

standstill in order to calibrate the control system
model

• Active positioning of the rotor by the bearings (e.g.
displaced grindings in machine tools)

• Active imbalance compensation (e.g. variable
unbalance force) by the bearings

An option to the magnetic bearing control using DC-
converters is the “bearingless” motor. There, the levitation
function is performed by additional three-phase windings in
the slots of the stator core stack. Two three-phase windings
with different pole numbers (e.g. 2 and 4), the drive and
levitation winding, generate both the torque and the radial
levitation force. Hence, shortening of the drive and the use
of a three-phase converter is possible.

IX. CONCLUSIONS

Hi-Speed drives with very good performance are available
on the market. They provide a high innovation potential for
many applications, offering the possibility of reducing the
amount of mechanical components.
Development of high-speed drives needs special know-how,
namely knowledge of the combination of magnetic, thermal,
and mechanical inter-action, as well as knowledge in
dynamics, control theory and applications of power
electronics.
The advances in the magnetic bearing technology will
broaden their utilization in many fields. The application of
PM materials for the motors and for the base excitation of
the magnetic bearings reduces the losses.
The digital control makes additional functions possible in
addition to improved control behavior e.g. bearing and drive
diagnostic.
“Bearingless” concepts lead to the use of only three-phase
converters instead of DC choppers and allow axially shorter
machines.
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Abstract— In a hybrid electric vehicle(HEV), an interior
permanent magnet(Nd-Fe-B) synchronous motor is widely
used. However, the flux density of the Nd-Fe-B magnet
is sensitive to the temperature variation. Particulary, in
a HEV, the heat coming from internal combustion engine
causes high temperature rise of the motor. It degrades the
flux density and output torque. In this paper, a maximum
torque per ampere (MTPA) control scheme for IPM mo-
tor is proposed considering the temperature dependence of
the magnet field. With the use of an empirical look-up ta-
ble, saturation effect is also considered. The effectiveness
of the proposed control method is demonstrated through
MATLAB/Simulink simulation and experiment.

I. Introduction

Interior permanent magnet (IPM) synchronous motors
are widely used in hybrid electric vehicle (HEV) due to its
positive features such as high efficiency, high power factor,
and high power density[1]-[5]. Ferrites, ceramic magnets
and Neodymium-Iron-Boron (Nd-Fe-B) material are well
known material for IPM motor. Particulary, energy den-
sity of Ne-Fe-B is superior to the others, Nd-Fe-B magnets
are usually adopted for an IPM motor in a HEV appli-
cation[12]. Since the IPM motor is attached to the engine
block, it is always under the influence of engine heat. How-
ever, the flux density of Nd-Fe-B magnets changes signifi-
cantly as temperature changes. The flux variation causes
the output torque change for the same current. This will
affect the performance of IPM motor and eventually the
performance of the HEV.

Normally IPM has different reluctance paths along d and
q axes. Specifically, Lq > Ld, where Ld and Lq are d, q
axis inductances, respectively. Therefore, IPM has a torque
contribution from reluctance and d axis current can play
a role of increasing the torque. The concept of Maximum
Torque Per Ampere (MTPA) control has been emerged as
a method of maximizing torque for a given magnitude of
current vector[2]. Morimoto et al. modelled the saturation
effects on Ld and Lq as linear functions of current magni-
tude [6]. Sebastian dealt with the temperature effects on
the torque production and efficiency of the motor[7]. Park
et al. applied MTPA control method to HEV with the use
of learning capability of neural network[8].

In this paper, the magnet flux is expressed as a function
of temperature. The proposed controller reads the magnet
temperature periodically and reflects its dependence on the

torque production. Further, MTPA rule is made as a look-
up table. Experiments were performed with the real HEV
IPM motor (12 pole, VDC = 150V, 78Nm) in the different
temperature environments.

II. Model of an IPM Synchronous Motor

The d-q axes inductances of IPM synchronous motors are
susceptible to saturation due to high current excitation,
and can be modelled by making Ld and Lq as function
of the d-q axes currents, id and iq. Further, the magnet
flux density changes with temperature. Thus, we need to
consider the effect of flux variation with temperature. The
dynamics of an IPM synchronous motor in a synchronous
reference frame are described as follows [11]:

vd = Rsid +
(
Ld + id

∂Ld

∂id

)did
dt

− ωrLqiq (1)

vq = Rsiq +
(
Lq + iq

∂Lq

∂iq

)diq
dt

+ ωrLdid + ωrΦm(t◦) (2)

where vd and vq are the d- and q-axis stator input voltage,
id and iq are the d- and q-axis stator current, Ld and Lq are
the d- and q-axis inductance, Rs is the stator resistance,
ωr denotes the electrical angular speed, and Φm(t◦) is the
PM flux linkage at an arbitrary temperature t◦. Note from
(1) and (2) that ∂Ld

/
∂id and ∂Lq

/
∂iq are introduced to

reflect the core saturation effect.
The torque of the IPM motor is given by

T =
3
2

P

2
[
Φm(t◦)iq + (Ld − Lq)idiq

]
(3)

=
3
2

P

2
[
Φm(t◦)Is cos β +

1
2
(Lq − Ld)I2

s sin 2β
]
, (4)

where P denotes the number of poles,

Is =
√

i2d + i2q (5)

the current magnitude, and β = tan−1(−id/iq) the current
phase angle, respectively.
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Fig. 1. (a) HEV motor used in the test. (b) Ld and Lq of the tested IPM motor. (c) Measured torque and current phase angle versus current
for MTPA

To achieve MTPA for a given Is, it should follow that
dT/dβ = 0 and d2T/dβ2 < 0. Thus, we obtain from (4)
the MTPA solution such that [9]

β = sin−1 −Φm(t◦) +
√

Φm(t◦)2 + 8(Lq − Ld)2I2
s

4(Lq − Ld)Is
.(6)

Note that (5) and (6) are the transformation map from
(id, iq) to the polar coordinate (Is, β). The inverse trans-
formation is given by

id = −Is sin(β), (7)

iq = Is cos(β). (8)

III. Look-up Table for MTPA Trajectory

Due to the strong magnetic field of the permanent mag-
net and the additional field generated by id and iq, core
is saturated and correspondingly Ld and Lq decrease. It
is not straightforward to express the nonlinear saturation
effects. Therefore, it is better to rely on the look-up table
in the mapping between torque and (Is, β).

In the rest of this section, we describe how we obtain the
look-up table from experiments. To make the MTPA map,
experiment has been done with the dynamo system shown
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Fig. 2. Experimental result in order to find IS and β for MTPA, and
the MTPA trajectory.

in Fig. 1(a). The HEV motor is mechanically coupled to
a 20 kW DC motor via a torque transducer. Parameters
of the HEV motor are shown in Table. I. During the test,
the PM temperature was kept around 20C◦. Motor was
running in speed-control mode, while the HEV motor was
operating in current-control mode.

Is and β are used to find the maximum torque in MTPA
instead of (id, iq), since MTPA condition is given by (6).
The maximum torque for a given Is was searched by mea-
suring torque repeatedly while changing β from 0 to 90◦.
Then after increasing or decreasing Is, the same search was
performed. Repeating this procedure until it covers whole
(Is, β) space. Here, the torque was measured by a torque
meter. The MTPA trajectory was represented by a bold
line. For the convenience of notation, we denote by f(Is, β)
the map from (Is, β) to T . Fig. 2 shows the result of the
test and the MTPA trajectory. The values that do not ap-
pear in the look-up table can be found by an interpolation
technique.

It should be stressed here that the saturation effect was
already reflected in the map T = f(Is, β). Specifically,
with the increase of current the core will be saturated, and
correspondingly Ld and Lq reduce. Fig. 1(b) shows Ld

versus id and Lq versus iq. Fig. 1(c) shows the measured
torque and β versus Is.

IV. MTPA Control Scheme Considering PM
Field Variation with Temperature

A. Flux Variation by Motor Temperature

Remanent flux-density Br of PM decreases with temper-
ature. This effect is specified in terms of the reversible
temperature coefficient of Br, quoted in % per ◦C. If this
coefficient is defined by αBr, then the remanent flux density
at temperature t◦ is given by

Br(t◦) = Br(20◦C)

[
1 + αBr

t◦ − 20
100

]
(9)

where Br(20◦C) is the value of Br at 20◦C, i.e., room tem-
perature. The coefficient αBr is about −0.1 ∼ −0.12 in the
case of Nd-Fe-B magnet [12]. Further, the PM flux linkage
at open-circuit operating point Φm is given by

Φm = BmAm (10)
51



Fig. 3. Characteristics of Nd-Fe-B magnet : (a) Demagnetizing curves according to temperature. (b) Magnet flux linkages versus tempera-
ture[13].
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Fig. 4. Block diagram of the proposed MTPA control scheme.

where Bm denotes the PM flux density at open-circuit op-
erating point and Am the magnet pole area, respectively.
Fig. 3(a) and (b) show the Nd-Fe-B magnet characteristics
at different temperature and the magnet flux linkages ver-
sus temperature, respectively. It follows from (9) and (10)
that the temperature dependence of PM flux is given by

Φm(t◦) = Φm0

[
1 + αBr

t◦ − 20
100

]
, (11)

where Φm0 denotes the flux at the room temperature(20◦C).
In the real environments, PM temperature is assumed to
vary in the range of [−40C◦, 120C◦]. In that temperature
range, the flux varies from -8% to 4%.

B. MTPA Controller Considering PM Temperature Vari-
ation

The proposed torque control block diagram is shown in
Fig 4. It is distinct from the existing MTPA controllers in
that a temperature compensation algorithm is included in
the torque controller. For the realization of MTPA, con-
troller utilizes (Is, β). The controller utilizes the look-up

table, i.e., the map (Is, β) = f−1(T ) in generating the cur-
rent command I∗s , and utilizes its inverse map T = f(Is, β)
in obtaining the torque estimate from current. But as was
mentioned in the previous section, the saturation effect
were reflected in the map f or f−1. However, it is the
table taken when the PM temperature is around 20◦C.

To compensate for the torque offset due to tempera-
ture change, proportional-integral(PI) compensator is in-
troduced such that

I∗sc = I∗s +
(

KP +
KI

s

)
(T ∗ − T̂ ) (12)

where KP ,KI > 0 denote proportional and integral gains
and T̂ is a torque estimate. The torque estimate is obtained
such that

T̂ = Tm + Terr (13)

= f(Is, β) +
3
2

P

2
iq

[
Φm(t◦)− Φm0

]
. (14)

Because of the flux variation with temperature, Tm from
the current to torque map f(Is, β) is not equal to the
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Fig. 5. Overall block diagram for simulation using MATLAB/Simulink.

Fig. 6. Simulation results of torque with the MTPA control when the motor is running at 1500 r/min. (a) Without temperature consideration.
(b) With temperature consideration.

real torque which is generated by IPM motor. The dif-
ference between Tm and the real torque causes the error of
the torque. The torque error resulting in flux variation is
caused by the first term in (3) ,which is called the excita-
tion torque. Therefore, the torque error is expressed only
in terms of the excitation torque.

In the proposed MTPA control, the new phase angle
command β∗c to satisfy MTPA control is obtained using
(6).

V. Simulation Results

Simulation was performed with the following parameters
of the HEV motor that we had: Output power = 12 kW,
number of poles = 12, maximum torque = 75 Nm, DC
link voltage = 150 V, maximum current = 200 A, Rs=
12 mΩ, Ld = a1|id| + b1 mH for |id| > 20 A; otherwise
Ld = 0.32 mH, and Lq = a2|iq|b2 mH for |iq| > 20 A;
otherwise Lq = 0.45 mH, where a1 = −2.81 × 10−7,

b1 = 2.856 × 10−4 and a2 = 5.4 × 10−4, b2 = −0.06,
respectively. The simulation parameters of the IPM ma-
chine are listed in Table I. Fig. 5 shows the overall block
diagram for simulation using MATLAB/Simulink. Fig. 6
shows the simulation results of the torque with the MTPA
control when the motor is running at 1500 rpm. Fig. 6 (a)
shows the torque responses with the MTPA control method
without temperature consideration, while Fig. 6 (b) shows
the torque responses with the proposed MTPA control
method with temperature consideration. Without tem-
perature consideration, as shown in Fig. 6(a), the torque
error is about -3.5 Nm at 120◦C and 4.5 Nm at −40◦C,
respectively. This substantiates that the effect of tempera-
ture becomes significant at a high or low temperature and
that the proposed control scheme considering temperature
yields the better performance.
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Fig. 7. Measured torque using CSD-807 when the motor is running at 1000 rpm and the torque command is 30 Nm. (a) Without temperature
consideration. (b) With temperature consideration.

VI. Experimental Results

We constructed a dynamo system as shown in Fig. 1(a).
The HEV motor is mechanically coupled to a 20 kW DC
motor via a torque transducer. In the test, the DC motor
was running in speed-control mode, while the HEV mo-
tor was operating in current-control mode. DC motor was
running at 1000rpm, and the torque command was 30 Nm.
The experiment has been done at 40◦C. The torque of the
IPM motor was measured using the digital indicator CSD-
807. The digital indicator CSD-807 also has an analog
output, so displaying an analog signal is possible. Without
using proposed scheme, the measured torque from CSD-
807 digital output was 28.6 Nm when the torque command
was 30.0 Nm. The measured torque was 29.7 Nm after us-
ing proposed scheme. Fig. 7 shows the measured torque
when the torque command was 30 Nm. Here, the mea-
sured torque difference is small, but it is getting larger as
temperature is getting higher as you’ve seen in simulation
results.
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Abstract—Brushless DC motor drives are typically employed 
in speed controlled applications. Torque control, particularly 
during regenerative mode, is not the standard domain of BLDC 
drives. However, it can be shown that the known BLDC control 
approach can be extended to control the torque in the 
regenerative mode even for low speed or at standstill. A 
hysteresis controller is proposed, which is specified by means of 
a state chart.  

I. INTRODUCTION 

A brushless DC motor drive usually consists of a voltage 
source inverter and a three-phase permanent magnet motor 
quite similar to a standard three-phase drive (Fig. 1). 
However, the BLDC operation mode, using only two of 
three active phases at a time, enables a quite simple control 
approach compared, e.g., with the flux-oriented control of a 
three-phase permanent magnet motor. BLDC drives are 
mostly used for speed-controlled applications in driving 
operation. The torque-controlled operation, particularly in 
the regenerative mode, is not the usual domain of BLDC 
drives. This paper, however, shows how to revise the 
standard BLDC control approach to enable even 
regenerative operation.  

II. CONVENTIONAL BLDC CONTROL 

The typical BLDC operation mode is that, depending on 
the rotor position, one of the three inverter legs is kept 
inactive so that the current of that phase is then usually zero. 
There exists only one current path through both of the active 
inverter legs and the corresponding motor phases. One of the 
active inverter legs serves as buck converter in order to 
regulate the current, while the second active leg connects the 

motor to the positive or the negative DC link potential.  
The control objective is mostly the speed. A speed 

controller may directly determine the duty cycle of a pulse 
width modulator (PWM), Fig. 2, or a cascaded control with 
an outer speed and an inner current control loop may be 
employed. The inner current control may be a PI-type 
controller with pulse width modulator as shown in Fig. 3, or 
a hysteresis controller, Fig. 4. This paper, however, will 
focus on the current control loop of the latter structure.  

The motor phase currents resulting from that kind of 
control will show the typical square wave shapes. If a special 
BLDC motor with trapezoidal EMF is employed, the 
resulting torque is constant and proportional to the 
amplitude of the currents. The BLDC approach, however, 
can also be applied to permanent magnet motors with 
sinusoidal EMF, but the torque will then include a 6th-order 
harmonic content.  

The control approaches with inner current control loop 
differs in the way, how the current feedback I  is generated. 
The simplest solution is to use the DC link current,  

 dciI =  (1) 

That method, however, may cause problems at standstill 
and low speed, because the DC link current is very small 
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even with large motor currents. As alternative solution, e.g. 
[3], I  can be generated from the motor phase currents by  

 { }k
cbak

cbak
k iIiI

,,
,,

2
1 maxor

=
=

== �  (2) 

Because one of the phase currents should be zero, the sum 
yields the amplitude of the square wave. But this approach 
can handle only the driving operation. In view of governing 
also the regenerative mode, I  should be better determined 
by selection of the appropriate phase current depending on 

the rotor position as proposed in Table I, where the correct 
signs of the phase currents are considered.  

The switching command S , either that of the PWM or of 
the hysteresis controller, can take only two values that are 
denoted as { }0,1+=S . Depending on the area of the rotor 
position, the command S  is distributed to the inverter 
switching commands cba SSS ,,  by a logic table as specified 
by Table II. In that notation, “+1” or “–1” indicate that the 
upper transistor, or the lower one, respectively, is turned on. 
“0” indicates that both transistors are turned off. In this case, 
only the free wheeling diodes may conduct a current.  

The result of this strategy is that the line-to-line voltage 
V  between the active phases (see Table I for definition of 
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Fig. 5.  Behavior in driving mode, πω 2/ =200 Hz 
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Fig. 6.  Behavior in driving mode, πω 2/ =20 Hz 

TABLE I 
DETERMINATION OF THE CURRENT TO BE CONTROLLED  

 
area ϕ  1 I2  V  

1 -30°, 30 ° cb ii −  cb vv −  

2 30°, 90° ab ii −  ab vv −  

3 90°, 150° ac ii −  ac vv −  

4 150°, 210° bc ii −  bc vv −  

5 210°, 270° ba ii −  ba vv −  

6 270°, 330° ca ii −  ca vv −  
 

1 
The angle 0=ϕ  is that position, the free motor will take 

with currents 2/,0 acba iiii −==> . 

TABLE II 
INVERTER SWITCHING COMMANDS FOR DRIVING OPERATION 

 
area ϕ    aS  bS  cS  

1 -30°, 30 ° 0 +1 S−  

2 30°, 90° –1 S  0 

3 90°, 150° S−  0 +1 

4 150°, 210° 0 –1 S  

5 210°, 270° +1 S−  0 

6 270°, 330° S  0 –1 
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V ) is always 

 { } { } { }+=+=+== VVvvSvV dcdcdc ,,01,0 0  . (3) 

Neglecting the commutation between the phases, the 
current behavior will follow the simple differential equation 

 { } RIVV

RIEVIL

f 22,

222

0 −−=
−−=

+ ωψ

�

 (4) 

where E  is the electromotoric force (EMF) of one phase, 
and R  and L  are the resistance and the inductance of one 
phase. As long as the sliding condition  

 dcf vVRIV =<+<= +
*

0 220 ωψ  (5) 

is ensured, the hysteresis controller will hold the current 
within the tolerance band. dcvV =+  lets the current I  
increase, 00 =V  lets it decrease. The torque 

 InT fpψ2=  (6) 

is proportional to the current I , so torque control is equal to 
current control. The numbers of pole pairs is pn   

A typical behavior of the hysteresis current approach is 
shown in Fig. 5 and 6. The figures show the three phase 
currents cba iii ,,  of the motor, the control error II −*  
together with the hysteresis width, the three inverter 
switching command signals cba SSS ,, , and the torque 
compared with the desired value at constant speed. Fig. 5 
shows the behavior for high speed, Fig. 6 for low speed. 

III. REGENERATIVE OPERATION 

The described approach is even capable of regenerative 
operation with slight modifications: If, in case of driving 
operation, a transistor need not have to be turned on, 
because the parallel diode is conducting, it is now necessary 
to switch it on. Vice versa, a transistor, which is conducting 
in the driving mode, need not have to be switched on for 
regenerative operation. The result is a modified Table III. 

The resulting behavior of the regenerative mode is shown 
in Fig. 7, which is quite satisfactory. However, with 
decreasing speed, the control behavior degrades essentially 
(Fig. 8). The control is no longer able to force the current 
back into the tolerance band, because the sliding condition 
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Fig. 7.  Behavior in regenerative mode, πω 2/ =200 Hz 
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Fig. 8.  Behavior in regenerative mode, πω 2/ =20 Hz 

 
TABLE III 

INVERTER SWITCHING COMMANDS FOR REGENERATIVE OPERATION 

 
area ϕ    aS  bS  cS  

1 -30°, 30 ° 0 0 S−1  

2 30°, 90° 0 1−S  0 

3 90°, 150° S−1  0 0 

4 150°, 210° 0 0 1−S  

5 210°, 270° 0 S−1  0 

6 270°, 330° 1−S  0 0 
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(5) is violated. The minimum possible regenerative current 
can be calculated from (5) as 

 
R

II
fωψ

−=> min  . (7) 

IV. IMPROVED CONTROL STRATEGY 

To overcome the problem of the regenerative mode and to 
exceed the limit (7), the controller should be allowed to use 
also the negative voltage dcvVV −== − , which is possible 
by appropriate switching commands. The two active legs of 
the inverter work as four quadrant converter, which is able to 
apply positive and negative voltages as well. A difficulty is 
now that three switching states { }dcdc vvV +−= ,0,  have to be 
handled, which cannot be generated by a simple hysteresis 
controller with binary output S .  

That is why the control concept was extended as shown in 
Fig. 9. The proposal incorporates now two tolerance bands 

1ε±  and 2ε± . Usually, the controller works between the 
inner thresholds 1ε±  applying the voltages 0V  and +V  
alternatively. Only if the control error hits the second 
threshold 2ε− , the voltage −V  will be applied. As already 
shown for other converter topologies, [1], [2], state charts 
are an appropriate method to specify such control strategies 
pretty clear, which can be seen from Fig. 10. The state 
transitions are triggered by the events −+−+ FFEE ,,, , which 
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Fig. 9.  Proposed control structure  
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Fig. 11.  Improved behavior in regenerative mode, πω 2/ =200 Hz 
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Fig. 12.  Improved behavior in regenerative mode, πω 2/ =20 Hz 
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indicate, if a threshold is hit. Each time, a new area of the 
angle is entered, the state is reset to 0V .  

The resulting states of the graph of Fig. 10 have to be 
mapped to the particular inverter switching commands 

cba SSS ,, , which are given by Table IV. The resulting 
commands depend on the area and the mode of operation, 
driving or regenerative. The controller is completely 
specified by the structure (Fig. 9), the state chart (Fig. 10), 
and the mapping table (Table IV). As a proposal, most of 
that functions can be implemented using a field 
programmable logic gate array (FPGA). 

The results with that new control strategy are shown in 
Fig. 11 and 12. The control error is now depicted with the 
thresholds 1ε±  and 2ε± . Particularly Fig. 12, which is the 
result for low speed, shows that the desired torque is now 
fully achieved (compare with Fig. 8). The states toggle only 
between 0V  and −V , which is the case, if the ohmic voltage 
drop is larger than the EMF E .  

Even Fig. 10 for higher speed shows a better result than 
Fig. 7 with the original strategy. The states toggle mainly 
between 0V  and +V , which is not different to Fig. 7, but, 
during a commutation, the negative voltage −V  is now 
applied for a short time so that the control error is much 
faster back within the thresholds. 

 

V. CONCLUSION 

It has been shown how to extend the hysteresis control of 
BLDC drives for regenerative operation even at small speed 
and standstill. The control approach does not need any 
supplement of power electronics or sensors. As a particular 
point of interest, the controller has been specified by means 
of a state chart, which is an appropriate method for the 
design of switching controllers. The control may be realized 
using a microcontroller, or, as alternative, a field 
programmable gate array (FPGA). 
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TABLE IV 

INVERTER SWITCHING COMMANDS FOR COMPLETE OPERATION RANGE 

 

0* >I  0* <I  
area 

−V  0V  +V  −V  0V  +V  

1 0, 0, 0 0,+1, 0 0,+1, –1 0,–1,+1 0, 0,+1 0, 0, 0 

2 0, 0, 0 –1, 0, 0 –1,+1, 0 +1, –1, 0 0, –1, 0 0, 0, 0 

3 0, 0, 0 0, 0,+1 –1, 0,+1 +1, 0, –1 +1, 0, 0 0, 0, 0 

4 0, 0, 0 0, –1, 0 0, –1,+1 0,+1, –1 0, 0, –1 0, 0, 0 

5 0, 0, 0 +1, 0, 0 +1, –1, 0 –1,+1, 0 0,+1, 0 0, 0, 0 

6 0, 0, 0 0, 0, –1 +1, 0, –1 –1, 0,+1 –1, 0, 0 0, 0, 0 
 

59



 

Experimental Precision Position Control of PMSM using Disturbance Observer with System 
Parameter Compensator 

 
Jong-Sun Ko, and Soon-Chan Hong 

 
Department of Electric Electronics and Computer Eng. Dankook University  

San 8, Hananm-dong Yongsan-ku, Seoul City, Korea 
e-mail: jsko@dku.edu 

 
 

Abstract- This paper presents external load disturbance 
compensation that used to deadbeat load torque observer and 
regulation of the compensation gain by parameter estimator. 
The position response of permanent magnet synchronous motor 
(PMSM) follows that of the nominal plant. The load torque 
compensation method is composed of a deadbeat observer that is 
well-known method. However it has disadvantage such as a 
noise amplification effect. To reduce of the effect, the post-filter, 
which is implemented by MA process, is proposed. The 
parameter compensator with recursive least square method 
(RLSM) parameter estimator is suggested to push real system to 
nomial operating point of the motor system. The proposed 
RLSM estimator is combined with a high performance torque 
observer to resolve the problems. As a result, the proposed 
control system becomes a robust and precise system against the 
load torque and the parameter variation. A stability and 
usefulness, through the verified computer simulation and 
experiment, are shown in this paper. 

 

I. INTRODUCTION 

 
Recently, precision position control become more and 

more important in chip mount machines, semiconductor 
production machines, precision milling machines, high 
resolution CNC machines, precision assembly robots, high 
speed hard disk drivers and so on. Also one of a merging 
technology is a nanotechnology. This part almost works in 
nano-fabrication but now spreads to bio-engineering, optical 
equipment, and so on. It is also very important for direct 
drive systems. A PMSM has replaced many DC motors since 
the industry applications require more powerful actuators in 
small sizes. The PMSM has low inertia, large power-to-
volume ratio, and low noise as compared to a permanent 
magnet DC servomotor having the same output rating [1][2]. 
However, the disadvantages of this machine are the high cost 
and the need for a more complex controller because of the 
nonlinear characteristic. 

The proportional-integral (PI) controller usually used in 
PMSM control is simple to realize but makes it difficult to 
obtain sufficiently high performance in the tracking 
application. A new systematic approach was done in state 
space using digital position information in PMSM system [3]. 
However, the machine flux linkage is not exactly known for a 
load torque observer that creates problems of uncertainty. 
The cogging effect, some damage on permanent magnet, over 
current can affect the value of tk . This caused small position 

or speed errors and increased the chattering effect, which 
should be reduced as much as possible. It also makes miss-
estimated load torque in deadbeat observer system. In this 
paper the parameter compensator with RLSM parameter 
estimator is suggested to increase the performance of the load 
torque observer and main controller. This compensator makes 
real system as if it works in nominal system parameter. 
Therefore the deadbeat load torque observer has a good 
performance as if there is no parameter variation. Finally, this 
controller can be used in robot or vestibular system which is 
one of the simulators, that systems need the exact sinusoidal 
speed control even though unbalanced load is injected. Other 
production equipment also can take this controller to increase 
the production quality. 
 

II. MODELING OF PMSM 
 

The system equations of a PMSM model can be described 
as  
 

Lqsm T
J
p

J
Bip

J 22
1

2
3 2

−−






=
⋅

ωλω             (1) 

rωθ =
•

 

qsme ipT λ
22

3
= .                             (2) 

where  

p : number of poles 
   mλ  : flux linkage of permanent magnet 
ω  : angular velocity of rotor 
J  :inertia moment of  rotor 

    B :viscous friction coefficient. 

 

III. CONTROL ALGORITHM 
 
3.1 Position controller 
 

A new state is defined for the tracking controller as Eqn. 
(3). Where rω  is the rotor speed reference [2]. The control 
input becomes Eqn. (4). 
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The augmented system for the speed control of a PMSM is 

expressed as follows: 
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If the load torque LT  is known, an equivalent current 

command 2qci can be expressed as   
 

L
t

qc T
k

i 1
2 = .                                (7) 

 
Then, the feeding forward an equivalent q axis current 

command to the output controller can compensates load 
torque effect. However, disturbances are unknown or 
inaccessible in the real system. 

 
3.2 Load torque observer and MA process 
 

It is well known that observer is available when input is 
unknown and inaccessible. For simplicity, a 0-observer is 
selected [3]. The system equation can be expressed as  
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To reduce disadvantage of deadbeat observer that is too 

sensitive of noise, moving average (MA) filter is considered 
[5]. 
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3.3 Parameter estimator and compensator 
 

The discrete dynamic equation of PMSM can be written as 
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Respectively, on the assumption that there is no effect of 
the load torque, a feed back gain and a feed forward gain are 
defined as 1C , 2C  and 3C respectively[6]. Then a control 
input for a compensate parameter variation to make the 
system as a equivalent nominal system becomes as follow: 
 

)()()()()()()( 321 kikCkykCkkCki qcqc ⋅+⋅+⋅=∗ ω        (11) 
 
Therefore resultant compensated system is equal to the 
nominal equivalent system. 
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where α , β , γ  and nα , nβ , nγ  are actual parameters and 
nominal parameters, respectively. These values can be 
obtained easily with Eqn. (12) as 

γ
γ

γ
ββ

γ
αα nnn CCC =

−
=

−
= 321 ,)(,)(  respectively. 

Parameter compensation requires real parameter estimation. 
Using a discrete system equation without disturbance Eqn. 
(13) we can separate a parameter and a measured parameter. 
 

)()()()()1( kkikykky T
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where [ ]γβαθ =T , [ ])()()()( kikykk qs
T ωφ = . 

 
A RLSM can estimate real parameter. Resultant equations are 
as follows [7][8]: 
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The resultant block diagram of proposed controller is shown 
in Fig. 1. 
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Fig. 1. Block diagram of the proposed algorithm 
 
 

IV. CONFIGURATIONS OF OVERALL SYSTEMS 
 

The total block diagram of the proposed controller is 
shown in Fig. 2. The C-Language program and a 
TMS320C31 DSP implement the digital control part. The MT 
method, which is realized by the FPGA, is used to reduce the 
quantization error.  

 

 
Fig. 2. Block diagram of the proposed control system. 

 
Experimental load systems directly coupled to motor axis are 
depicted in Fig. 3. Fig. 5. This system creates time varying 
load torque to show effectiveness of the proposed algorithm. 
 

 
  

PMSM

Bar Load

PMSM

Bar Load

PMSM

Bar Load

 
(a) Inertial load                                (b) bar load 

Fig. 3 The figure of load for parameter and load variation 

 

 
 

Fig. 4. The configuration of the experiment system.  
 

V. SIMULATION AND EXPERIMENTAL RESULTS 
 

The parameters of a PMSM motor used in this simulation and 
this experiment will be given as Table 1. The hysteresis band 
gap is chosen as 0.01[ A ] and the sampling time h is 
determined as 0.2 [ ms ]. The weighting matrix is selected as 

[ ]1000601.0diagQ = , R = 1 and optimal gain matrix 
becomes [ ].4195.112321.30771.0=k The deadbeat 
observer and the gain matrices are calculated from nominal 
values. The gain is obtained using the pole placement method 
at origin in z domain and becomes 

[ ]TL 00.2757000.29.9623 −= . [4] The simulation results 
are shown in Fig. 5 and Fig. 6. Fig. 5 shows the speed 
response of the conventional controller, there is small speed 
ripple and small overshoot caused by a current ripple of 
hysteresis band gap and parameter variation 
 

 
(a) Dead beat observer 

 

 

 (b) Dead beat observer and parameter compensator algorithm 
 
Fig. 5 simulation results of the rotor position, q phase current 

command for no load 
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The inertial parameter has 100 times of the permanent 
magnet value and 2 times of R and L value. This 
conventional algorithm makes large current ripple due to 
parameter variation. Fig. 6 shows the result of a proposed 
algorithm that is the same position command and a same 
disturbance condition as Fig.5. We can see this load effects 
are reduced by proposed algorithm of parameter 
compensation. In case of bar load, inertia variation is not so 
big. Therefore parameter algorithm does not work too large. 
 

 

(a) using disturbance observer 
 

 
(b) disturbance observer and parameter  compensator 

 
Fig. 6 simulation results of the rotor position, q  phase current 

command for inertia load, inertia parameter of 30 times 
and variation of R and L 

 
Fig. 7 presents 0.1[rad] scaled simulation results to show the 
comparison between two controllers. Conventional controller 
Fig. 6(a) has large position ripple compare with proposed 
system Fig 6(b). These phenomena come from a parameter 
compensator.  

 

 

(a) disturbance observer 

 

(b) disturbance observer with parameter  compensator 
 

Fig. 7 Performance comparison of two controllers for the 
parameter variation  

 
Some experimental results are depicted in Fig. 8 and Fig. 9. 
In this experiment, real observer gains are reduced about 30% 
to obtain some effectiveness of the parameter compensation. 
The parameter compensator calculates real parameter and 
compensates a current to fit for present miss tuned gain. Fig. 
8 shows experimental results of the position with current 
command about 3 sec durations. There is current ripple ins 
steady state and large position overshoot in transient state in 
Fig. 8(a). However, after 20 minutes, there is no current 
ripple and position error in the proposed system as shown in 
Fig. 8(b) 
 

 

 

(a) disturbance observer 
 

 

(b) disturbance observer and parameter compensator (after 
twenty minute) 

Fig. 8 experiment results of the rotor position, q phase current 
command for inertia load 
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More detailed figure is shown in Fig. 9 from 0 minute to 20 
minutes. This figure has a scale between 0.1[rad] (0.7[rad] ~ 
0.8[rad]) to see a zooming data and it shows that the position 
error decrease gradually after times go on.  
 

 

(a) disturbance observer algorithm 

 

(b) disturbance observer and parameter compensator 
(after one minute) 

 

(c) disturbance observer and parameter  compensator 
 (after twenty minutes) 

Fig. 9 experiment results of zoom in the rotor position for 
inertia load 

 
VI. CONCLUSIONS 

   
A new deadbeat load torque observer with a system 

parameter compensator is proposed to obtain better 
performance from the PMSM in a precision position control 
system. This compensator makes real system work as in 
nominal parameter system. Therefore the deadbeat load 
torque observer has a good performance as if there is no 
parameter variation. To reduce of the effect of the noise, the 
post-filter implemented by MA process, is adopted. The 

system response comparison between the deadbeat gain 
observer and the parameter compensated system with 
deadbeat observer has been done. Since parameter 
compensated system acts as there is no parameter variation, 
the conventional deadbeat load torque well adapts to real 
system. It can be used to cancel out the steady state and the 
transient position error due to the external disturbances, such 
as various friction, load torque and small chattering effect of 
deadbeat control. 
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Abstract—This paper outlines a 10kW power processing unit for 
5KW SOFC-low voltage battery hybrid power generation which has 
been developed for participation in the 2003 Future Energy 
Challenge Competition organized by U.S. Department of Energy 
and IEEE. The objective of the competition was to develop a fuel cell 
inverter with minimum requirement for cost of $40/KW and 
efficiency of 90%. The proposed power processing unit consists of 
the front-end DC-DC converter, the DC-AC inverter and the 
bi-directional DC-DC converter. Practical issues such as component 
rating calculation, high frequency transformer design, heat sink 
design, and protection are detailed aiming at the cost and efficiency 
targets. A low-cost controller design is discussed along with 
current-mode control, output voltage regulation with capacitor 
balancing and a SOC control for battery management. A 10kW 
hardware prototype was successfully built and tested in the 
steady-state as well as in the transient-state. Experimental 
performances are compared to minimum target requirements of the 
fuel cell inverter. The cost analysis is done based on the spreadsheets 
evaluation forms provided in the competition. 

 

1. INTRODUCTION 

A Fuel cell power generation systems are expected to see 
increasing use in various applications such as stationary loads, 
automotive applications, and interfaces with electric utilities due 
to the several advantages over conventional generation systems. 
These advantages include 1) low environmental pollution 2) 
highly efficient power generation 3) diversity of fuels(natural 
gas, LPG, methanol and naphtha) 4) reusability of exhaust heat 
5) modularity and 6) faster installation [1]. 

Fuel cells are generally characterized by the type of 
electrolyte that they use. Solid oxide fuel cells (SOFC) have 
grown in recognition as a viable high temperature fuel cell 
technology. The most striking quality of SOFCs is that the 
electrolyte is in solid state and is not a liquid electrolyte. The 
high operating temperature up to 1000°C allows internal 
reforming, promotes rapid kinetics with non-precious materials 
and produces high quality byproduct heat for cogeneration or for 
use in a bottoming cycle. A number of different fuels can be used 
from pure hydrogen to methane and carbon monoxide. The 
major advantage of SOFC lies in its efficiencies raging from 55 
to 60% [2].   

In general, the function of a power processing unit (PPU) in a 
fuel cell generation system is to convert the DC output power 
from the fuel cell to regulated AC power. The power 
conditioning unit that basically consists of an inverter is required 
to have the following characteristics: 1) allowable for wide 
output voltage regulation of fuel cell 2) controllability of output 
voltage 3) available for isolated operation and line parallel 
operation 4) fast reactive power dispatch 5) low output 
harmonics 6) high efficiency and 7) suitable for high power 
system [3]. Fuel cell production costs are currently decreasing 
and have nearly achieved energy costs that are competitive with 
local utility rates. The inverter cost must also decrease while at 
the same time increasing efficiency, reliability, and power 
quality levels. The cost reduction of a PPU will enable the fuel 
cell systems to penetrate rapidly into the utility market.  

Table I. System Specification 

Design item Minimum Target Requirement 

Manufacturing 
cost Less than US$40/kW in high volume protection 

nominal 5kW continuous @ DPF 0.7

Output  Power 
overload 

10kW overload for 1 minute 
@ DPF 0.7 

5kW from fuel cell and 5kW 
from battery 

Primary source 
(SOFC) 

29V nominal, 22~41 VDC, 
275A max. 

from 5kW fuel cell Energy source 

Battery 48V nominal, +10% ~ -20%, 
500Wh 

Split single-phase 120V/240V, 60Hz 

Voltage regulation ± 6% 

Frequency regulation ± 0.1Hz 
Output voltage 

THD Less than 5% 

Acoustic noise Less than 50dBA @ 1.5 m distance 

Overall efficiency Higher than 90% 

Protection Over current, over voltage, short circuit, 
over temperature, and under voltage 
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2. PROPOSED POWER PROCESSING UNIT 

Fig. 1 shows the block diagram of the SNUT fuel cell inverter 
system. The DC voltage from the fuel cell, 29VDC nominal, is 
first converted to 400VDC via an isolated high frequency DC-DC 
converter. The 400V DC-DC converter output is then converted 
to 120V/240V, 50/60 Hz, single-phase AC by means of a PWM 
inverter stage. The 48V battery bank is connected to the 400V 
DC link via a bi-directional DC-DC converter for charge and 
discharge modes of operation. 

  
 

Fig. 1 Block Diagram of the SNUT Fuel Cell Inverter System 

2.1 Front end DC-DC converter 

A front end DC-DC converter is required to boost an 
unregulated fuel cell voltage of 29V nominal to a regulated 
400V. As shown in Fig. 2, the full-bridge type with two diode 
bridges connected in series at the secondary is a topology of 
choice. High frequency transformers are employed to allow a 
low voltage to be boosted to two split 200VDC buses for the DC 
link to the Inverter. The reason why two 2.5kW high frequency 
transformers are employed instead of using a 5kW high 
frequency transformer is to reduce the leakage inductances and 
therefore to reduce the duty loss. The reduced duty loss also 
reduces turns ratio of the transformer. This in turn reduces the 
voltage rating of diodes in the secondary side and the current 
rating of MOSFETs in the primary side. The voltage source type 
has been chosen because the inductor in the current source type 
should have a large peak current rating of 275A.  

  
Fig. 2 Front-end DC-DC Converter 

 
Fig. 3 Main waveforms of the front-end DC-DC converter 

Fig. 3 shows the main waveforms of the front-end DC-DC 
converter. From the inductor voltage VL an equation can be 
written as, 
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Therefore, the duty cycle of the proposed front-end DC-DC 
converter is obtained by, 
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                                                               (2) 

According to eqn.(2), the duty cycle ranges 0.24 to 0.45 to 
regulate the dc link voltage of 400V when the fuel cell voltage 
varies between 22V and 41V. 

Fig. 4 shows the block diagram for feedback control of the 
front end DC-DC converter. The first goal of the control is to 
regulate the dc link voltage. A PI compensator is used for the 
voltage control. A current control is also implemented to improve 
the dynamic characteristic of the system and to reduce current 
ratings of the power components during load transient. The 
current reference is restricted by a current limiter whose value is 
adjusted by a command from the fuel cell controller so that the 
power drawn from the fuel cell does not exceed its capability. A 
low-cost phase-shift PWM controller, UC3895, is employed for 
control of the front-end DC-DC converter. It allows constant 
frequency PWM in conjunction with resonant zero-voltage 
switching to provide high efficiency at high frequency [9]. 

Voltage 
Controller

Current
Controller

Front end
DC-DC Converter

Current limiter

FCC
Current Command

Fuel Cell
DC Power Input

To Inv
Current
 Ref.

DC link Voltage

Fuel Cell Current

Voltage
 Ref.

 Fig. 4 Control block diagram for the front end DC-DC converter 
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2.2 DC-AC Inverter 

The inverter system consists of two half-bridge inverters, 
utilizing center tapped dc link capacitors to generate a split 
single-phase 120/240Vac, 60Hz output as shown in Fig. 5. An 
output L-C filter stage is employed to reduce the ripple 
component and to draw a low THD AC waveform. 

 

 

 

 

 

 

 
 

Fig. 5 DC-AC Inverter 

A low cost DSP Texas Instrument TMS320LF2407 DSP is 
implemented to provide the control for the inverter system. The 
DSP control will offer increased flexibility and will minimize 
component cost. The goal of the DSP control is as follows: 1) 
Supervise the whole PPU. 2) Generate the PWM gating signals 
for IGBTs in the inverter stage. 3) Implement output voltage 
regulation under varying load conditions. 4) Send the 
bi-directional DC-DC converter a current reference. 5) 
Communicate with the fuel cell controller. 

 To meet the output voltage tolerance requirement the AC 
output voltage is sensed and a closed-loop control is implemented 
with a digital PI compensator in the DSP. In the meanwhile, 
unbalance in dc-link capacitor voltages causes generation of even 
harmonics in the inverter output voltages. A simple output 
voltage regulation method with capacitor voltage balancing 
function is implemented as shown in Fig. 6. Suppose output 
voltage Va has a positive dc offset, which means that the upper 
capacitor voltage is greater than the lower capacitor voltage. The 
output voltage Va is sensed and passed through a low pass filter to 
obtain a dc component of voltage Va. This causes addition of a 
positive value to the reference output voltage Vb

* resulting in a 
decrease in upper capacitor voltage and an increase in lower 
capacitor voltage. 
 

 
 
 
 
 
 
 
 
 

Fig. 6 Output voltage regulation and capacitor voltage balancing 

2.3 Bi-directional DC-DC Converter 

The fuel cell has a slow response, and therefore the power 
demand from the load and the power supply from the fuel cell 
does not coincide during a transient load. Therefore, a secondary 
energy source is required to match the power difference between 
the fuel cell and the load. High voltage batteries could be directly 
connected to the 400V dc link without any intermediate power 
converter, but the high voltage battery is relatively expensive and 
may have the battery cell unbalance problem in the long run. A 
48V lead acid battery pack is connected to the 400V dc link via a 
bi-directional DC-DC converter shown in Fig. 7. A 
current-source push-pull converter employing MOSFETs is 
operated to discharge the battery whereas a voltage-source 
full-bridge converter employing IGBTs is operated to charge the 
battery.The control block diagram for the bi-directional DC-DC 
converter is shown in Fig. 8. The DSP in the inverter system 
determines the current reference for the bi-directional DC-DC 
converter by calculating the difference in real power between the 
PPU input and the load. The two PWM controllers, UC3825 and 
UC3895, are employed for charge and discharge modes of 
operation, respectively. One should be in idle state while the 
other is in operation. Fig. 9 shows the inductor voltage and 
current waveforms for charge and discharge modes, respectively. 
Let us define turns ratio n2 of the high frequency transformer T2 
to be (See Fig. 7), 

p

s

N
N

n =2                                                                                   (3) 

During the charge mode, we have 
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Fig. 7 Bi-directional DC-DC Converter 
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which gives 
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 Fig. 8 Control block diagram for the bi-directional DC-DC converter 
 
 
 

 
 

(a) Charge mode                            (b) Discharge mode 

Fig. 9 Inductor voltage & current waveforms 

2.4. Battery management 

An optimum use of battery combined with fuel cell can 
reduce the cost of the fuel cell system, or improve the system 
performance such as reliability and lifetime. To cope with the 
slow dynamic response of the fuel cell(Maximum Slew Rate = 
200 watts/minute), a 48 V battery pack is used as a secondary 
energy source to supply transient load since the fuel cell system 
including a reformer is sluggish even if the fuel cell stack has a 
fast response.  

During an overload condition the PPU is supposed to draw 
5kW from the fuel cell and 5kW from the battery for maximum 1 
minute. Charging and charge management must be provided such 

that charge is unchanged at the end of a 24 hour test sequence [8]. 
The SNUT fuel cell inverter determines the mode of operation 
based on battery state of charge (SOC). The SOC could be 
measured simply by integrating the battery charging current Ibat 
as follows, 

n

bat

Q

dtiQ
SOC ∫−

=
0              (9) 

where Qo is initial charge and Qn is rated ampere-hour of 
battery. The initial charge Qo is set to be Qn when the system 
starts from full battery charge. More accurate measurement 
requires in-depth considerations of various parameters such as 
temperature, discharge rate, age and cumulative calculation 
errors [5,6]. But this research is out of paper’s scope and it is the 
authors’ intention to show the mode of operation determined by 
SOC as an index. 

In hybrid electric vehicle system where regeneration braking 
is considered, the SOC is maintained between 0.4 and 0.8. 
However, the SOC is controlled to maintain 1 for residential use, 
which is the case of the competition. Detailed operational 
procedure is as follows. When the load power exceeds 5kW, 
which is the maximum output power of the fuel cell, battery 
discharges its energy to the load through a bi-direction converter 
until the overload condition is removed. When the load jumps, 
but not overloaded, the battery should also discharge until the 
fuel cell power increases and is able to supply the demanded load 
power. After the discharging mode ends, the fuel cell power 
continues to increase to charge the battery until the SOC reaches 
1. In charging mode, the fuel cell charges the battery with a 
current proportional to depth of discharge, but limits the current 
to a maximum value recommended by manufacturer. The 
magnitude of the charging current in the SNUT fuel cell inverter 
system is determined as shown in Fig. 10. 

 
 
 
 
 
 
 
 
 

   
   
   

Fig. 10 Battery charging current 

2.5. Protection and Diagnostic 

The proposed PPU provides the protection capability of over 
current, short circuit, over/under voltage and over temperature in 
the circuit. Table II lists all the protection implemented in the 
proposed PPU. The PWM control IC such as UC3895 provides 
the capability to detect any fault signal through an input pin of the 
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chip and will shut down the chip by disabling all the gate signals 
to the switches. Temperature protection is implemented by using 
a bimetal as a temperature sensor that is mounted on the heat sink. 
If the temperature of the sensor rises over 60°C a fan on the heat 
sink starts to operate. If the temperature of the sensor rises over 
80°C a signal is sent to the gate drive for immediate shutdown. A 
PC is connected to the inverter system so that the output phase 
voltage, the output phase current, the output power, the frequency 
of the output voltage and some inverter status including faults, etc. 
could be monitored. All the data monitored are also recorded in 
the PC and updated every two minutes so that inverter status 
could be interpreted after the fault has occurred.  

Table II. Protection 

Fuel Cell OV (over 41V), UV (under 22V), OC (over 275A)

DC-link OV (over 500V), UV (under 300V) 

Load OC (100%~110%, 1min.), SC ( over 110%) 

Battery OV (over 56.7V), UV (under 42V) 

Heatsink Over 60°C → Fan Start,  Over 80°C → Shutdown

 

3. POWER COMPONENT DESIGN 

The power components of the proposed PPU are designed 
with the following system parameters. 

•Switching frequency for the front-end DC-DC converter : 
25kHz 

•Switching frequency for the DC-AC converter : 20kHz 
•Switching frequency for the bi-directional DC-DC 
converter : 20kHz 
•DC link voltage Vdc : 400V 
•Transformer turns ratio Np1: Ns1 = 1 : 10 
•Permissible ripple current 1LI∆  = 50% of maximum dc 
link current 
•Permissible ripple voltage 

1cV∆  = 10% of the dc link voltage 

Power switches 

The ratings of the power switching devices used in each 
section of the converters are listed in Table III. A safety 
margin for MOSFETs and diodes in the front-end DC-DC 
section should be considered due to voltage spikes originated 
from the leakage inductance and/or the ringing phenomenon at 
the secondary winding of the high frequency transformer. A 
ultra-fast recovery diode is chosen to lower the switching loss 
due to the high switching frequency operation. Since the 
maximum battery discharge current is much larger than the 
maximum battery charge current, the switch ratings of the 
bi-directional DC-DC converter should also be determined based 
on the discharge mode of operation at full load (5KW, 1min.).  

Table III. Ratings of the Power Switching Services 

Section Component Designed value Actual device Selection

Vpeak (V) 41 MOSFET
(S1~S4) Irms (A) 177.4 

 IXFN180N10 
(100V, 180A, 8mΩ) 

Vpeak (V) 410 

Front-end 
DC-DC 

converter Diode 
(D1~D8) Irms (A) 8.8 

 DSEI2X31-10B 
(1000V, 30A, trr = 35ns)

Vpeak (V) 420 DC-AC 
Inverter 

IGBT 
(SW1~SW4)

Irms (A) 50 

2MBI200N-060 
(600V, 200A, VCE(sat) 1.5V)

Vpeak (V) 140 MOSFET
(S1,S2) Irms (A) 88.4 

IXFN180N20 
(200V, 180A, 10mΩ) 

Vpeak (V) 420 

Bi-directional 
DC-DC 

converter IGBT 
(S3~S6) Irms (A) 11.9 

MG50J2YS50 
(600V, 50A, VCE(sat) 2.1V )

 
High Frequency Transformer 

Ferrite core is chosen as a material of a high frequency 
transformer. The power handling capacity of a transformer core 
can be determined by its area product WaAc, where Wa is the 
available core window area, and Ac is the effective core 
cross-sectional area.  
The area product WaAc is given by[9], 
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=                      (10) 

where Pdc is output power, C is current capacity which is 
Ampcm /1007.5 23−×  for ‘EER’ core, e is transformer 

efficiency which is assumed to be 90%, B is flux density which 
is assumed be 2000(gauss), fs is switching frequency and K is 
winding factor which is 0.3 for primary side only. Using the core 
selection table by area product distribution, the core of 
47054-EC was selected. Once a core is chosen, the calculation of 
primary and secondary turns and their wire sizes are readily 
accomplished. The number of primary turns is given by [9], 
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Here, Vp is the peak primary voltage and A is the cross-sectional 
area of the core. Considering duty loss of 20% at the secondary 
winding of the transformer originated from the leakage 
inductance, the final number of turns for primary and secondary 
windings are determined to be Np : Ns = 6 : 90. The wire sizes 
AWG 0 and AWG 12 are selected from AWG table for the 
primary and secondary wires whose circular mil requirements are 
93,500 and 5,900, respectively. Ritz wires were used to reduce 
the copper loss due to skin effect. 

DC Link Inductor and Capacitors  

From eqn.(1), the inductance can be obtained by, 
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At displacement factor of 0.7 the maximum output VA becomes, 

VAVA out 14280
7.0

10000
==                                       (13) 

The full load current of each phase is given by, 

AI rmsa 5.59
1202

14280
, =

⋅
=                                              (14) 

For the sake of simplicity, the output current ia is assumed to 
consist of only fundamental (Ia,1) and third harmonic (Ia,3). 
Further, assuming Ia,3 = 0.7Ia,1 since this is a typical case of a 
single phase rectifier type nonlinear load [4], 

1,
2

3,
2

1,. 22.1 aaarmsa IIII =+≅                                 (15) 

The most dominant component of the DC-link capacitor current 
ic1 is the fundamental frequency current, the rms value of which 
equals, 

AII ac 3.24
2
1

1,1,1 =⋅≅                                                 (16) 

Capacitance can be obtained by, 

F
V

I
C

c

c µ
πω

3222
20602

3.24

1

1,1
1 =

⋅⋅
=

∆
=                (17) 

Output filter 

Based on the design procedure in [4], the filter inductance 
and capacitance become, 
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Battery Inductor 

The ripple component in the charging current should be 
restricted by an inductor on the battery side. The magnitude of 
the charging current depends on the capacity of the battery. The 
maximum charging current is assumed to be 45A for battery of 
48V, 155Ah. We allow the ripple current to be 20% of the 
maximum charging current, that is, Li∆ = 9A. 
During the charge mode, the duty ratio D lies between 0.33 < D 
< 0.5. 
When the switches S3 and S6 are turned on during the charge 
mode we have (See Fig. 9), 
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Then, the worst case inductance is obtained by, 
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The current rating of the inductor is dominated by discharge 
mode of operation. The rms inductor current at a maximum 
discharge becomes IL = 113 (A).  

Heat sink 

The heat sink is a crucial and a costly component of the PPU. 
The first step is to calculate the power dissipation of switching 
devices. Then, a thermal equivalent circuit for analyzing thermal 
characteristic of the heat sink is defined as shown in Fig. 11, 
where two different power devices are mounted on a heat sink. 
Given power loss Pl (where, l = 1 or 2)  of a switching device, 
junction to case thermal resistance Rjc,l case to heat sink thermal 
resistance Rch,l = 0.3°C/W, ambient temperature Ta = 40°C, and 
juntion temperature Tj,l , heat sink to ambient thermal resistance 
Rha can be obtained in the following procedure. The case 
temperature Tc,l can be given as, 

ljclljlc RPTT ,,, ⋅−=                                                      (22) 
 
 
 
 
 
 
 
 
 

Fig. 11 Thermal equivalent circuit 

Then, heat sink temperature Th,l can be given as, 

lchllclh RPTT ,,, ⋅−=                                                     (23) 

Then, the total heat sink temperature Th is, 

    2,1, hhh TTT +=                                                              (24) 

Finally, heat sink to ambient thermal resistance Rha is obtained 
by, 

21 PP
TT

R ah
ha +

−
=                                                        (25) 

Table IV summarizes the thermal calculation required for the 
heat sink design. Using the heat sink to ambient thermal 
resistance, the area of the heat sink required can be calculated or 
the heat sink can directly be selected from a manufacture by the 
heat sink to ambient thermal resistance obtained.  

 Table IV. Thermal Characteristics for the Heat Sink Design 

Section Device 
Power 

loss 
per unit

(W) 

Rjc 
(°C/W) 

Tj 
(°C) 

Tc-
(°C)

Th 

(°C)

Rha 

(°C/
W) 

MOSFET 48.9 0.21 70.26 60 Front- 
end 

DC-DC Diode 13.2 1.25 65.85 49.3
45.4 0.11

Inverter IGBT 120.9 0.22 112.5 85.9

MOSFET 107.7 0.18 103.3 80.9Bi-direct
ional 

DC-DC IGBT 39.9 0.31 67.5 55.2

49.7 0.08
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4. EXPERIMENTS AND PERFORMANCE EVALUATION 

The output voltage and current waveforms for a steady state 
condition at 4.4KW load level are shown in Fig. 12. The 
experimental waveforms were also obtained for a discharge 
mode of operation, that is, a load increase from 2kW to 2.7kW. In 
this experiment a DC power supply emulates the fuel cell. The 
lower trace in Fig. 13(a) shows an increase of the output phase 
current, and the upper trace in Fig. 13(a) shows the output phase 
voltage, which is well regulated during the load increase. The 
upper trace in Fig. 13(b) shows the output current of the front end 
DC-DC converter whose average value did not change after the 
transient even if the ripple was slightly increased due to operation 
of bi-directional DC-DC converter. The lower trace in Fig. 13(b) 
shows the dc link voltage, which undergoes an overshoot and is 
stabilized. Fig. 13(c) shows the PWM current waveform on the 
dc link side of the bi-directional DC-DC converter. Fig. 13(d) 
shows the current waveform on the battery side of the 
bi-directional DC-DC. This demonstrates that for a sudden load 
increase the output voltage is well regulated while the 
bi-directional DC-DC converter would quickly draw the power 
difference from battery. Fig. 14 shows variations in SOC and in 
real power of the PPU input, load and battery sides. Initially, the 
fuel cell is supplying a load of 600W, and the SOC is being kept 
at 1. The load power jumps to 2000W at t = 2.13 min., and the 
battery immediately starts to discharge with a current 
corresponding to the power difference. The SOC starts to 
decrease from this moment. As the PPU input power increases at 
a rate of 200W/minute, the battery power decreases at the same 
rate until it reaches the demanded load power plus losses. Since 
the SOC is supposed to be maintained at 1 in the SNUT system, 
the PPU input power continues increasing to charge the battery 
until a charging current is set up. The PPU keeps charging with 
the constant charging current and finishes the battery charge 
mode when the SOC reaches 1. Photograph of the SNUT fuel cell 
inverter system is shown in Fig. 15. Experimental performances 
of some important design items have been obtained and listed in 
Table V. As shown in Table V, the SNUT prototype inverter met 
the minimum target requirements for most of the design items 
such as frequency regulation, THD of the output voltage, output 
voltage regulation and input current ripple. The cost analysis is 
based on the spreadsheets evaluation forms provided in the 
competition. The values in the table indicate only preliminary, 
relative cost estimates, not dollars. 

 

 

 

 

 

 

 
Fig. 12 Experimental waveforms (4.4kW load): 

output voltage and current : phase AB 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13 Experimental waveforms ( 2KW  2.7KW ), (a) output phase 
voltage and current (b) upper : output current of the front end converter ; 
lower: dc link voltage, (c) output current of the bi-directional converter, 
(d) battery current 

(c) 

(d)

(b) 

(a) 
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Fig. 14 SOC control for battery management 
 

 
 

 

 

 

 

 

 

 

Fig. 15 Photograph of the SNUT fuel cell inverter 

 

Table V. Experimental performance (no load to 4.4kW load) 

Design Item 
2003 FEC 

Specification performance 
SNUT team 

Experimental performance

Frequency 60Hz ±0.1Hz 59.95Hz ~ 60.09Hz 

THD (Output voltage 
harmonic) 

5% Lower than 1.94% 

Regulation ±6% -2.4% ~ +0.2% 

Input current ripple 3% Lower than 2.2% 

Efficiency  Higher than 90% 
Total 88% at 4.4kW load
(DC-DC:90%, INV:97%)

Cost $40/KW $45.18/KW 

 
5. CONCULSION 

In this paper a 10kW power processing unit for 5KW 
SOFC-low voltage battery hybrid power generation has been 
proposed for the 2003 Future Energy Challenge Competition 
organized by U.S. Department of Energy and IEEE. The 
objective of the competition was to develop a fuel cell inverter 
with minimum requirement for cost of $40/KW and efficiency of 
90%. Many practical issues such as component rating calculation, 

high frequency transformer design, heat sink design, and 
protection have been detailed. Battery management has been 
performed by a SOC control. The SNUT prototype inverter met 
the minimum target requirements and demonstrated a good 
performance in most of the design items.  
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Abstract: Depending on the problem to be solved different
control strategies can be used. All strategies can be classified as
feedforward or feedback control systems. Its advantages and
disadvantages are discussed in the paper. Special emphasis is
put on the analogy between mechanical and electrical phenom-
ena. It will be shown that some times the representation of
complex mechanical systems in form of electric equivalent
schemes can give a better understanding of physical interac-
tions and open new ways of vibration damping. As example for
the convenience of electric equivalent schemes impedance con-
trol is considered. The later turns out to be very robust and
appropriate for practical applications. Using internal accelera-
tion, speed or position feedback of the actuator its own dy-
namics can be neglected and some times system integration is
facilitated. However, rigid control of one or more state vari-
ables of the system changes the boundary conditions of the
system that must be taken into consideration when modeling
plant dynamics.  

1 INTRODUCTION

Owing to the development of new types of actuators and
progress in the field of hardware technology for real time
operation more and more attention has been paid to the
problem of vibration damping in mechanical structures. De-
pending on the problem to be solved there are two funda-
mentally different approaches which have been used in the
past for vibration suppression. In the case, if the exciting
force changes its position or the structure is excited by dis-
tributed forces a system of actuators can be used to compen-
sate vibration at the desired point. Vibration damping of an
elastic beam using piezoelectric patches placed on a beam
[1] can serve as example. Another solution is to decouple
the vibration source from the receiver with active mounts.
To this aim the vibration transmission paths from the beam
to the supports must be interrupted. This approach guaran-
tees more efficient vibration reduction than traditional pas-
sive supports for which the loss of performance at low fre-
quencies (below 500 Hz) is typical [2]. The best isolation
rate is generally obtained when an active system is used in
combination with a passive bearing [1,2]. This method en-
ables a compromise between high-frequency isolation due to
passive isolation system and good low-frequency isolation
without static problems. Typical examples of isolation sys-

tems are: car suspension design [3] and isolation of equip-
ment from a vibrating body [4,5].

In recent years a number of researchers have been investi-
gating the use of intelligent algorithms as e.g. adaptive fil-
ters or neuronal networks to control the actuators. Very of-
ten, if on the one hand the impacting force is known or the
signal related to the disturbance input can be obtained and
on the other hand the error signal is available the concept of
feedforward control is used [1,6]. In case, if there is a noise
on the feedforward sensor, vibration suppression perform-
ance can be improved using a hybrid control system [7].
Otherwise a feedback controller has to be implemented [2].
Impedance control, as will be shown in the paper, offers
good possibilities for designing robust damping systems.

The paper deals with different vibration damping strategies
when using piezoelectric actuator systems. In previous
works is has been shown that acceleration, speed or position
controlled piezoelectric actuator systems facilitate their
system integration. It has been proved that current feed pie-
zoelectric actuators systems in sliding mode operation are
characterised by linear dynamics and can be easily inte-
grated in complex control schemes. In addition, they allow
multi-actuator operation with energy recovering [8]. 

2 TWO PROACHES FOR VIBRATION CONTROL

2.1 Feedforward Vibration Isolation Techniques

In a feedforward control structure the actuator signal is cal-
culated from measured reference signals or from statistic
data that are obtained from the perturbation (fig. 1). Here the
structure response to actuator signal must be compensate the

vibration due to the outer excitation force. The control sig
Fig.. : 1: Feedforward control structure

FIR adaptives
Filter W(z)

mechanische
Struktur P(s)

Aktuator-Sensor
Pfad S(s)

Modell des
Aktuator-Sensor

Pfades S(z)

FxLMS
Adaptations-
algorithmus

Σ

d[k]x[k]

x'[k]

y[k]
y'[k]

e[k]

82



nal is generated by an adaptive filter to
cope with changing structure parame-
ters. Since the resulting system repre-
sents an open loop system and the in-
vestigated mechanical structure is stable the stability of the
feedforward controller determines the stability of the whole
system. It is known, that all poles of a FIR filter are situated
in the origin of the z-plane. Moreover a FIR controller can
not cause instability in an open loop system while the adap-
tation algorithm is stable. The filter coefficients are calcu-
lated using the gradient method [9].

][]['][]1[ kekxkk µωω −=+ (1) 

Here ][' kx  is the vector of the last N values of the refer-
ence signal filtered with the transfer function of the sensor-
actuator-path:

][][][' kxkskx = (2)

The algorithm (1) is known as FxLMS–algorithm minimis-
ing the medium square error [ ]{ }keE 2 . The phase of the
transfer function from the actuator to the sensor must be
identified with an accuracy of o90±  to guaranty conver-
gence of the algorithm [9]. On the other hand time of con-
vergence, stability and the choice of parameters depend on
the step width µ whose maximum value is limited by the
number of coefficients and the performance of the filtered
reference signal [9].

'
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=µ (3)

Since the optimal filter coefficients depend on the signal the
steady state perturbation signal x[k] must be available for
adaptation. That is why transition processes increase the
time of convergence of the algorithm [10]. 
To compensate several tonal perturbation the reference sig-
nal can be generated using the frequencies of the perturba-
tions [9 ,11]. The identification of the frequency is realised
by an adaptive notch filter (ANF) shown in figure 2. For the
adaptation of the ANF the RLS-algorithm (Rekursive Least
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to the corresponding power. So the poles of the tranfer
function (4) are placed independently of the zeros [11]. 

ii ZP 1−= ρ (5)

The observed frequencies of the signal x can be calculated
from the zeros
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When using a separate feedforward controller for each of the
identified frequency convergence of LMS algorithm can be
improved [9].

2.2 Robust feedback control

Let us start from the supposition that sensor and actuator
cannot always be placed in the same point of the structure
(collocated). Moreover, a mechanical structure with distri-
buted parameters often possesses positive zeros [11, 12].
Zeros in right part of the complex plane, however, cause a
large phase shift between the control signal and the measure
signal and affect the stability margin. In many cases, using
parameter adaptation accurate models can be obtained only
within a limited range of frequencies (in our case from 50 to
900 Hz). The ∞H -theory permits a direct specification of
the model error using the frequency response.
The transfer function from the disturbance input d  to the
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quare) is used that guaranties a faster convergence in com-
arison with the LMS but demands, however, more opera-
ions per summation step. In accordance with [11] ANF pos-
esses a symmetrical numerator and, consequently, the
roperties of an ideal notch filter with stable poles in the z-
lane. The denominator coefficients results from the nu-
erator coefficients by multiplication with a fixed factor ρ

first structure output 1z  (see figure 3) without consideration
of the uncertainty ( )sP∆  corresponds to the weighed func-
tion of sensitivity ( )sS :

To solve the problem in the context of ∞H -control we must
apply a sensor noise to the structure (equ. 8).

)()()())()(1)((
)(
)(

10
1

01
1

1
sSsWsPsKsPsW

sd
szP ddz γγ =+== −      (7)

To solve the problem in the context of ∞H -control we must
apply a noise to the structure (equ. 8).

Fig. 3:   Interpretation of the H∞ -Theorie
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Fig. 6: Flexural vibration of a beam
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Taking into account the model uncertainty at high frequen-
cies as additive uncertainty ( )sP∆  the closed loop system is
stable if yields [12]:

1)()( <∆
∞

sTsP (9)

Choosing an optimal H∞ -controller the ∞ -norm of the
closed loop system is minimised:

1
)()(*

*)()(

2

1 <
∞

sTsW
sSsWγ

(10)

From (9 and 10) can be obtained the stability condition of
the closed loop system for the transfer function ( )sP∆  [12]:

[ ] [ ])()( 2 ωσωσ jWjP ≤∆ (11)

Here [ ]σ  characterises the maximum singular value of the
corresponding transfer function. 
Experimental investigations were carried out at a beam fixed
on both sides as shown in fig. 4. The applied weight func-
tions and the frequency responses of the controlled and un-
controlled system are depicted in fig. 5.

3 IMPEDANCE CONTROL OF FLEXIBLE
STRUCTURE SYSTEMS

3.1 Modal representation and electric equivalent 
scheme of flexible structure systems

As known, the dynamics of flexible structures can be repre-
sented using modal transformation. To illustrate the pro-
posed approach let’s consider flexural vibrations of a beam

(see fig.6). Using modal transformation and considering
only one exciting force vibration of n modes can be de-
scribed by the following system of differential equations.

            (12)

with
im  - equivalent masses

id  - equivalent damping factor

ik  - equivalent spring constant

iV  - eigenvectors

iq  - modal coordinates
or in matrix notation 

             F** VqA =                                   (13)

with

A  - modal vector

Drawing the well known analogy between
mechanical and electrical systems [9] equa-
tions (12) can be rewritten in the form
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The system of equations (14) can be represented by the
equivalent electric scheme in fig. 7. Here currents stand for
velocities, voltages for forces, inductances for masses, re-
sistances for damping factors and capacitances for spring
constants. Dividing equation (12) by the corresponding ei-
genvector V  the feeding voltage iU  in equation (14) will
be the same and the equivalent scheme can be simplified as
shown in figure 8. The presented approach can be

Fig.:  4: Draft of the experimental equipment�
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generalised for k
exciting or actua-
tor forces using
the superposition
law. Conse-
quently, the same
equivalent scheme
with the corre-
sponding eigen-
vectors can be
used independ-
ently k times and
the resulting cur-

rents have to be summed up. As will be shown later, rea-

soning in terms of electric schemes may be useful for
physical interpretation and for control structure design.

3.2 Impedance control of a flexible beam

Damping of an elastic structure can be reached by using
impedance control. To this aim the displacement is meas-
ured and applied via an impedance function to the actuator.

Piezo-Patch

power
amplifiere

sensor

Impedance
transferfunction B

x2 x1

Fexc

Factuator

Fig. 9:: Principle of impedance control

The notion of impedance is common in electrical and me-
chanical engineering [9]. In electrical engineering imped-
ance is defined as a complex resistance IUZ =  whereas
in mechanical engineering it represents the quotient of the
force vector and the velocity vector vFZ /= . The general
scheme is given in fig. 9. To make the working principle
clearer let us represent the control scheme as electrical
equivalent scheme. In accordance with equation (13) vibra-
tion in the point of measurement can be written as

[ ]acac
1 VFVAq ** += −

exexF                           (15)

or graphically represented as shown in fig. 10 Taking into
account that currents stand for velocities and voltages stand

for mechanical forces the me-
chanical system can be repre-
sented as electrical system de-
scribed by the equation

( )acex UU acex
1

acex

VVZ

iii
1−− +=

+=
(16)

or

                                 acex UU 11 ZZi −− +=*            (17)

with

        ( ) acacexex iVVii 1* −+= , reduced current vector

       Z  - impedance vector.

It is obvious that decomposing the current into the excita-
tion and actuator components and utilising the reduced cur-

rent vector *i
the mechanical
system repre-
sented in fig 9
can be de-
scribed by the

equivalent
scheme given in
fig. (11). The
advantage of
this representa-
tion consists in
utilising the
same scheme

both for the excitation and the actuator circuit. 
The aim of impedance control consists in designing a filter
for the flexible structure by introducing a virtual impedance
in the mechanical structure. As known, electric filters can be
designed in T- or Π -structure. Figure 12 shows the scheme
with T-filter. A virtual impedance can be realised by intro-

ducing a velocity depending force into the mechanical
structure or, in electrical terms, by introducing a current
depending voltage as depicted in figure (13). It can be
shown that the system with T-filter (fig. 12) and the system
with virtual impedance (fig. 13) are electrically identical
when choosing

0

01010221*
Z

ZZZZZZZZZZ
IU ac

++++
=       (18)

Let us introduce a low pass supposing
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F
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Fig.11: Matrix represen-
tation of the damping
system
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Fig. 8: Transformed electric equivalent scheme
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Fig. 12: Impedance control using T-filter
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From equ. (18 and 19) can be seen
when designing a virtual filter with
transversal impedance 0Z we need the
system impedance Z to calculate the
control signal (actuator force, voltage

acU  in the equivalent scheme). This
disadvantage can be avoided by using
the disturbance observer principle. To
this aim the vibration exciting force

acF  is reconstructed using the adap-
tive filter described in chapter 2.1.
This force is directly related to the
voltage ( )ZI *  and can be introduced
in equ. (19). To investigate this
scheme and different filter design
methods will the focus of future
works.

Figure 15 shows results when utilising
different longitudinal impedances are
used. 

4. CONCLUSION

Several approaches for vibration iso-
lation and vibration damping were
investigated. It was shown that draw-
ing the well known analogies between
mechanical and electrical phenomena
dynamics of flexible structures can be
represented in form of equivalent
electric schemes. Reasoning in terms
of electric schemes may be useful for

physical interpretation and for control structure design. As
example for the convenience of electric equivalent schemes
impedance control is considered. The later turns out to be
very robust and appropriate for practical applications. In
contrast, usual feedforward and feedback systems suffer
from parameter sensitivity.
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Abstract— This paper proposes a new configuration of UPFC 
based on H-bridge modules, which are isolated through 
single-phase multi-winding transformers. The dynamic 
performance of proposed system was analyzed by computer 
simulations, assuming that the UPFC is connected with the 
138-kV transmission line of one-machine-infinite-bus power 
system. The proposed system can be directly connected to the 
transmission line without series injection transformers. It has 
flexibility in expanding the operation voltage by increasing the 
number of H-bridge modules. 

 

I. INTRODUCTION 
UPFC was proposed as the most promising FACTS device 

to improve the dynamic performance of power transmission 
system. The presently developed UPFC operates in a dc link 
voltage much lower than the operation voltage of power 
transmission system [1]. The reason for low dc link voltage is 
limitation on the maximum sustain voltage of high-power 
semiconductor switches, which is about 6000V for the 
commercially available GTO. 

A technique called series connection of GTOs was 
developed to increase the dc link voltage of UPFC. However, 
still there is limitation in the maximum allowable number of 
units. Step-down transformers are normally used for properly 
matching the inverter operation voltage with the transmission 
voltage [2]. Multi-level inverter was proposed to increase the 
system operation voltage avoiding series connection of 
switching units [3]. But the multi-level inverter has many 
back-connection diodes to share the dc link voltage, which 
are connected in series for increasing the sustain voltage. 

In order to improve this weak point, multi-bridge inverter 
with five H-bridge modules connected in series for one phase 
was proposed by Peng for STATCOM application [4]. The 
system operation was verified through experimental works 
with a scaled model [5]. A commercial STATCOM of 75 
MVar with H-bridge modules was developed and installed in 
National Grid Company in UK [6,7]. 

A multi-bridge inverter with several H-bridge connected in 
series was proposed in reference [8,9] for SSSC application. 
This system can operate without series injection transformers 
and has flexibility in expanding the operation voltage by 
means of adding the number of modules. 

This paper proposes a new configuration of UPFC based 
on H-bridge modules, which are isolated through 

single-phase multi-winding transformers. The operation of 
proposed UPFC was verified through computer simulations. 
The feasibility of hardware implementation was confirmed 
through experiment with a scaled prototype. The proposed 
system can be directly connected to the transmission line 
without series injection transformers. 

II. PROPOSED UPFC 
Fig. 1 shows the configuration of UPFC proposed in this 

paper, which is based on several pairs of H-bridge modules 
connected in series for each phase. Each pair has two 
H-bridge modules connected in parallel through a common 
dc link capacitor. The H-bridge module in shunt part is 
connected through single-phase multi-winding transformer 
for isolation, while the H-bridge module in series part is 
directly inserted in the transmission line. The whole 
converter, its shunt part as well as its series part, must be 
insulated to the full insulation level of line-to-line voltage. 

The proposed UPFC has bypass functions to remove the 
series inverter from service during system faults. The bypass 
function is implemented by the operation of thyristor switch 
and mechanical circuit breaker. The line over-current can be 
bypassed first by the thyristor switch and then by the 
mechanical circuit breaker. However, when the maximum 
fault current is lower than the maximum current rating of 
series inverter switches, it is possible to attempt a bypass 
scheme using the inverter control, instead of adding separate 
thyristor switch. The proposed series inverter has two 
possible bypassing ways by making a short circuit at the ac 
terminal. One is to turn on all the upper two switches in series 

 

Performance Analysis of Unified Power Flow Controller 

Based on H-Bridge Modules 
 

Fig. 1  Configuration of novel UPFC 
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part simultaneously and another is to turn on all the lower two 
switches in the series part simultaneously. 

Fig. 2 shows the principle of PWM gate-pulse generation 
for the H-bridge module. Fig. 2(a) shows the basic structure 
of H-bridge module, whose switching states can be explained 
using Table 1. The output of each module has three states 
+Vdc, 0, -Vdc depending on states of switch S1∼S4. By 
changing the modulation index, the output voltage can be 
adjusted. 

Fig. 2(b) shows two carrier signals and the reference signal 
to generate the gate pulses for inverter module INV1. The 
frequency of carrier T1, T2 is 360 Hz. Each of two carriers 
has 180° phase shift with each other. The reference signal 
Vref has maximum value of 0.9 in per unit and has a 
sinusoidal waveform of 60Hz. Fig. 2(c) shows how to 
generate the gate pulses using the reference and carrier 
signals. Carrier T1 and T2 are compared with the reference 
signal. The gate pulses for switches S1 and S3 are inversed to 
make gate pulses for switches S2 and S4. Fig. 2(d) shows 
four gate pulses supplied to switch S1, S2, S3, and S4, and 
the output voltage of inverter module INV1 with the 
reference signal Vref. This figure indicates that each switch S1
∼S4 is properly operated according to the switching state in 
Table I. 

Fig. 3 shows the output voltage build-up of one phase and 
the harmonic analysis results of the output voltage. Fig. 3(a) 
shows the output voltage waveforms of each inverter 
modules, V1, V2, V3, and the total output voltage of three 
inverter modules, where the dc voltage Vdc is 1.0 per unit. As 
explained before, two carriers shown in Fig. 2(b) are used to 
generate gate pulses for building up the output voltage V1. 
Two sets of each two carriers, which are 180°phase shift each 
other, are needed to generate gate pulses for building up 
output voltage V2 and V3. These sets of carriers have 120° 
phase-shift with each other. Since each carrier has a 
frequency of 360 Hz and total output voltage VA has an 
equivalent switching effect of N*360Hz, where N is the 
number of modules. Fig. 3(b) shows the spectrum analysis 
result for the output voltage of one module and the output 
voltage of cascaded three modules. Large number of 
harmonics are involved in the output of one module, while 
significantly small number of harmonics are involved in the 
output of cascaded three modules. Fig. 3(c) shows THD 
analysis results for the inverter output voltage with respect to 
the number of modules. The THD of output voltage is 
significantly decreases as the number of modules increases. 
In the same number of modules it is relatively high when the 
modulation index is less than 0.4. So, the desirable operation 
range of modulation index is located between 0.5 and 1.0. 

The proposed UPFC has three dc link capacitors for each 
phase. Each capacitor in the same phase might have a voltage 
deviation from the average voltage because each capacitor is 
isolated from others. This voltage unbalance is due to the 
unequal leakage current of the dc capacitor, the dead time of 
inverter, unsymmetrical operation caused by the transient or 
the disturbance. By making the dc capacitor voltage balanced, 
it is possible to reduce the harmonics level of the inverter 

 

 
(a) H-bridge structure 

 

 
(b) Carrier and reference signal 

 

 
(c) Gate pulse generation scheme 

 

 
(d) Gate pulse and inverter output 

 

Fig. 2  H-bridge gate pulse generation 

 
TABLE I 

SWITCHING PATTERN OF MULTI-BRIDGE INVERTER 
 

V1
A Switching State Mode 

Vdc S1, S4 : on and S2, S3 : off M1 

0 S1, S3 : on and S2, S4 : off 
S2, S4 : on and S1, S3 : off 

M2 
M3 

-Vdc S2, S3 : on and S1, S4 : off M4 
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output voltage. 

Fig. 4 shows the configuration of DC voltage unbalance 
controller for the dc capacitor. There are three controllers in 
the proposed UPFC because separate control was considered 
for each phase. The controller measures the voltage at the 
common connection point of shunt inverter. This value is 
used to calculate the phase-lock angle θ by passing through 
the phase-lock loop. This value is adjusted by means of 
adding 2π/3 and 4π/3 for other two phases. 

The total dc link voltage is obtained by means of 
measuring each capacitor voltage with an isolated sensor and 

adding together. This voltage is used to obtain the average 
voltage of each capacitor by means of dividing by three. The 
average voltage is compared with the measured voltage of 
each capacitor and the error is passed through the PI 
controller and the limiter to obtain the phase-angle deviation 
∆α. The phase-angle deviation ∆α is added to the 
phase-angle α and the phase-lock angle θ. The total 
phase-angles are sent to the sine wave generator to obtain the 
reference signals Ref1, Ref2, Ref3, which have the phase 
deviation. 

III. COMPUTER SIMULATION 
In order to analyze the operation of proposed UPFC, 

computer simulations with PSCAD/EMTDC(Power System 
Computer Aided Design / Electro-Magnetic Transient for DC 
Transmission System) were performed. The power system is 
represented by one-machine-infinite-bus pattern. The 
transmission line is modeled considering lumped line 

reactance and resistance. The circuit parameters used in the 
simulation are shown in Table 2. 

Fig. 5 shows a configuration of the UPFC controller used 

(a) Inverter output voltage 
 

 
(b) Harmonic spectrum V1 and VA 

 

 
(c) THD of output voltage (+:N=3, ×:N=6, ▽:N=12) 

Fig. 3  Output voltage build-up and harmonic analysis 

Fig. 4  DC voltage unbalance controller 

 
TABLE II 

SIMULATION PARAMETER 
 

Base voltage 112.676 kV 
Base current 946 A 
Rate voltage 138 kV 
Power angle 20° 

1.0053 Ω 
Line model 1 

19.73 mH 
3.0159 Ω 

Line model 2 
59.19 mH 

DC capacitor 1000 µF 
Tr. leakage reactance 0.12 p.u. 
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in the simulation. Fig. 5(a) shows the controller structure of 
series inverter in automatic power flow control mode, while 
Fig. 5(b) shows the controller structure of shunt inverter in 
bus voltage regulation mode. The automatic power flow 
control is achieved by means of a vector control scheme that 
regulates the transmission line current using a synchronous 
frame, in which the control quantities appear as dc signals in 
the steady state. The appropriate reactive and real current 
components, iq

* and ip
*, are determined for a desired PRef and 

QRef. These are compared with the measured line currents, iq 
and ip, and used to drive the magnitude and angle of the series 
inverter voltage, Vpq and αpq, respectively. In the control 
scheme for the shunt inverter, the magnitude of the output 
voltage is directly proportional to the dc voltage and only its 
angle is controllable. The outer voltage loop regulates the ac 
bus voltage and also controls the dc capacitor voltage. It 
changes the phase angle α of the output voltage with respect 
to the ac bus voltage until the dc capacitor voltage reached 
the value necessary to achieve the reactive power 
compensation demanded. 

 

The scenario considered in this simulation is shown in 
Table III. It is assumed that the maximum simulation time is 
5.5 second. The reference value of P, which is initially 250 
MW, suddenly changes at 1.5, 2.5, 3.5, and 4.5 second as 
shown in the Table 3. The reference value of Q, which is 

initially 0 MVar, suddenly changes at 2.5 second as shown in 
Table III. 

Fig. 6 shows the simulation results for the performance 
analysis of the proposed UPFC. Fig. 6(a) and 6(b) shows the 
tracking capability of the proposed UPFC with respect to the 
step-changes of P and Q reference values. The series inverter 
injects a proper voltage into the transmission line to make the 
P and Q through the transmission line follow the reference 
values of Pref and Qref. Fig. 6(c) shows that the shunt inverter 
maintains the bus voltage constant by means of STATCOM 
operation. Fig. 6(d) shows the variation of each dc link 
capacitor in phase A. Although there is dispersion due to the 
PWM switching, it is known that the voltage of each 
capacitor is balanced evenly. Fig. 6(e) shows the output 
voltage waveform of the shunt inverter. Since the shunt 
inverter has coupling transformers, its output voltage 
waveform has lower level of harmonics. Fig. 6(f) shows the 
variation of dc capacitor voltage Vdc1, Vdc2, Vdc3, and the 
average dc link voltage Vdc

*, when the unbalanced controller 
works. It is assumed that each capacitor voltage, which is 
balanced initially, falls suddenly into the unbalanced state at 
1.4 second. The voltage unbalance controller is activated at 
1.8 second.  This result confirms that the controller shown in 
Fig. 5 operates perfectly to make the dc link voltage balanced. 
Fig 6(g) shows the phase-angle deviation of the reference 
signal when the unbalance controller detects the DC 
capacitor voltage unbalance. Since the capacitor voltage 
Vdc2 has more deviation from others, the reference signal 
ref2 has more phase-angle deviation. 

(a) Series inverter control 
 

 
(b) Shunt inverter control 

Fig. 5  Controller structure of proposed UPFC 

 
(a) Desired real power(Pref) and line real power(P) 

 

 
(b) Desired reactive power(Qref) and line reactive power(Q) 

TABLE III 
SIMULATION SCENARIO 

 

Time(sec) 0-1.5 1.5-2.5 2.5-3.5 3.5-4.5 4.5-5.5

Vref(p.u.) 1.0 1.0 1.0 1.0 1.0 

Pref(MW) 250 350 450 450 450 

Qref(MVar) 0 0 50 100 150 
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IV. EXPERIMENTAL RESULTS 
A scaled hardware model of proposed UPFC was built 

based on the analysis results through computer simulation. 
Fig. 7 shows the power circuit diagram of the experimental 
set-up including the proposed UPFC and the transmission 
system. It is assumed that the shunt and series converters 
consist of three sets of H-bridge modules for each phase 
respectively. The switching frequency is assumed to be 
480Hz. The multi-winding transformer has three secondary 
windings to make the three H-bridge modules isolated. 

The model transmission system was built as described in 
the reference paper [10], in which VS and VR represent the 
bus voltage at sending end and receiving end respectively and 
the L1 and L2 represent the line inductance of the 
transmission line. The sending-end voltage was implemented 
using three phase-shifting transformers and one variac. The 
phase-shifting transformer works to inject a 90o phase-shifted 
voltage to the source voltage. The shifting angle is 
determined to adjust the magnitude of injected voltage. It is 
assumed that the shifted phase angle is 20o.  

The circuit parameters used in the experimental work are 
shown in Table 4. The shunt converter controller operates to 
regulate the bus voltage when the proposed UPFC works in 
normal mode, while it operates to compensate the reactive 
power when the proposed UPFC works in special mode. The 
series converter controller operates to inject a voltage with 
proper magnitude and phase for making the active power and 
the reactive power through the transmission line follow the 
reference values of active power and reactive power. 

Fig. 8 shows the variations of the line current, the 
shunt-inverter voltage, the series-inverter voltage, the active 
power through, and the reactive power through the line, when 
the reference value of active power changes from 25W to 
160W. The active component of line current increases while 

(c) Reference bus voltage (Vref) and actual bus voltage(Vpu) 
 

 
(d) DC capacitor voltages in phase A 

 

 
(e) Output voltage of shunt inverter 

 

 
(f) DC link capacitor voltage 

 

 
(g) Reference signal for unbalance control 

 
Fig. 6. Simulation results for normal operation 

Fig. 7  Experimental set-up for multi-bridge UPFC 

TABLE IV 
EXPERIMENTAL PARAMETER 

 
Parameter Nominal Value 
Source Voltage(V) 110V 
Switching frequency 480Hz 
Shunt Transformer 2kVA, 6:1 

L1 28mH Line model L2 15mH 
DC capacitor 560㎌ 
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the reactive component of line current is maintained. The line 
current increases suddenly at the instant of the active-power 
change. 

Fig. 9 shows the variations of the line current, the 
shunt-inverter voltage, series-inverter voltage, the active 
power through line, and the reactive power through the line, 
when the reference value of reactive power changes from 
–140Var to 180Var. The reactive component of line current 
increases while the active component of line current is 
maintained. The injecting voltage has transient phenomenon 
during the state change from the capacitive mode to the 
inductive mode. 

 

V. SYSTEM REALIZATION 
The system realization aims at the development of a 

practical system that can be built with commercially available 
and reliable components. A commercially available 
high-power GTO, Mitsubishi FG6000AU-120D, was 
considered for the building block of H-bridge. It has ratings 
of 6kV peak off-state voltage (4.8kV DC off-state voltage) 
and 6kA controllable on-state current (1.5kA average 
on-state current). In order to guarantee the safety, 4kV DC 
off-state voltage and 1.25kA average on-state current were 
considered for the system design. 

It is assumed that the proposed UPFC has 138kV of 
nominal operating voltage and 150MVA of power rating. 
There are twelve pairs of H-bridge modules for each phase in 
the proposed UPFC. The maximum injection voltage in 
series part is assumed 30% of the operation voltage (phase 
voltage of 24kV). The turn-ratio of primary to each 
secondary winding in the single-phase multi-winding 
transformer is designed to be 36:1. The RMS voltage to be 
handled by each H-bridge is 2.0kV, which has enough safety 
margin because the GTOs in one H-bridge have rating of 4kV 
DC off-state voltage. 

Fig. 10 shows the conceptual diagram of the proposed 
UPFC including the simple power system. The proposed 
UPFC has twelve pairs of H-bridge module for each phase. 
There are total thirty-six pairs of H-bridge module, in which 
each pair of H-bridge has eight GTOs. Therefore, there are 
total two hundred eighty-eight GTOs in the proposed UPFC. 

 

VI. CONCLUSION 
This paper proposes a novel UPFC based on H-bridge 
modules, isolated through single-phase multi-winding 
transformers. The dynamic performance of proposed system 
was analyzed by computer simulations, assuming that the 
UPFC is connected with the 138-kV transmission line of 
one-machine-infinite-bus power system. The feasibility of 

 
 

Fig. 8. Experimental results for the step change in active power flow from 
25W to 160W 

 
 

Fig. 9. Experimental results for the step change in reactive power flow from 
–140Var to +180Var 

 
Fig. 10. Conceptual diagram for system realization 
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hardware implementation was confirmed through experiment 
with a scaled prototype. The proposed system can be directly 
connected to the transmission line without series injection 
transformers. It has flexibility in expanding the operation 
voltage by increasing the number of H-bridge modules. 

The contribution of this paper is to propose a novel 
structure of UPFC to be connected in the transmission line 
directly without series injection transformer. The series 
transformer is a critical item in UPFC because it should have 
low saturation effect and low leakage impedance. The 
developed simulation model could be used to obtain design 
data for the actual hardware system. 
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Abstract— A family of high efficiency ZVS-PWM bridge-type 

converters suited to high-voltage and low-current applications 
is proposed in this paper. To achieve the zero-voltage-switching 
(ZVS) of power switches along a wide load range, a small 
additional inductor, which also acts as an output filter inductor, 
is serially inserted to the transformer primary side. The 
problem related to ringing in the secondary rectifier caused by 
the additional inductor can always be completely solved by 
employing a structure without an output filter inductor. In 
addition, since it has no large output inductor filter, it features a 
simpler structure, lower cost, less mass, and lighter weight. 
Moreover, since all energy stored in the additional inductor is 
transferred to the output side, the circulating energy problem 
can be completely solved and the overall system efficiency along 
a wide load range is as high as above 96%. The proposed circuit 
is expected to be well suited to high-voltage and low-current 
applications. The operational principle, theoretical analysis, 
and design considerations are presented. To confirm the 
operation, validity, and features of the proposed circuit, 
experimental results from a 425W, 385-170Vdc prototype are 
presented. 
 

I. INTRODUCTION 
In the field of power conversion system, various ZVS-PWM 

bridge-type converters such as an active-clamp forward, 
asymmetrical half-bridge, and phase-shifted full-bridge converters 
have been proposed to reduce the component current/voltage stress 
and switching losses in the traditional PWM converter [1-5]. 
However, since all these converters are required to have the large 
leakage inductor to achieve the ZVS of power switches along the 
wide load range, they have several common serious problems as 
follows. The first problem accompanied by increasing the leakage 
inductor is that it can bring relatively large circulating energy and 
reduce the overall system efficiency as a consequence [1-3]. The 
second problem accompanied by it is the serious parasitic ringing in 
the secondary rectifier. Thus, the device current/voltage stress and 
the system temperature are increased and the low noise output 
voltage is difficult to obtain [1-5]. Especially, in the case of the high 
output voltage applications, the resistor-capacitor (RC) snubber to 
absorb the serious ringing voltage across the secondary rectifier 
degrades the overall system efficiency, since the energy stored in the 
snubber capacitor is not only very large but also all dissipated 
through the snubber resistor [4,5]. 

Moreover, since the leakage inductor is the parasitic component, 
which cannot be tuned arbitrarily, the additional large inductor 
enough to achieve the zero-voltage-switching (ZVS) of power 
switches would be required along the wide load range [1-5].  

 

Therefore, to solve all these drawbacks, a family of high efficient 
ZVS-PWM bridge-type converters is proposed in this paper as 
shown in Fig. 1. These converters can be classified into three groups 
according to their structure of the output stage. They are the FBR 
type, the HBR type, and double ended HBR type. The output voltage 
of the latter is twice as high as that of the former by its voltage 
doubling action of the half bridge configuration in the output side. 
The features of proposed converters in this paper will be described in 
the next chapter.  

Among various ZVS-PWM DC/DC converters hitherto developed, 
a half bridge converter suitable for the mid power (about 
400W~500W) application like the PDP power module has been 
proposed to reduce the component current/voltage stress and 
switching losses as shown in Fig. 2. However, since this converter is 
required to have the large leakage inductor to achieve the ZVS of 
power switches for the wide load range, it has several serious 
problems such as a large circulating energy, low system efficiency, 
serious parasitic ringing in the secondary rectifier, considerable 
heating, bulky cooling system, and noisy output voltage. Especially, 
in the case of the high output voltage applications like the PDP 
sustaining power module, the resistor-capacitor (RC) snubber to 
absorb the serious ringing voltage across the secondary rectifier 
degrades the overall system efficiency, because the energy stored in 
the snubber capacitor is not only very large but also all dissipated 
through the snubber resistor. Moreover, since the leakage inductor is 
the parasitic component, which cannot be tuned arbitrarily, the 
additional large inductor enough to achieve the ZVS of power 
switches would be required [4, 5]. Therefore, a new family of the 
high efficiency ZVS-PWM asymmetrical bridge type converter well 
suited to the applications of high voltage and low current is proposed 
in this paper as shown in Fig. 1. It can effectively overcome the 
abovementioned all problems of the prior circuit and realize the high 
power density, high performance, and high efficiency. 

II. STURCTURE AND FEATURES OF THE PROPOSED 
CONVERTER 

To simply show the structure and features of the proposed 
converters, the half bridge converter with voltage double rectifier 
will be explained in this section. To achieve the ZVS of power 
switches for the wide load range, an additional inductor is inserted to 
the transformer primary side like the prior approach as shown in Fig. 
3, where C1, C2, D1 and D2 are not additional components but 
parasitic capacitors and anti-parallel diodes of MOSFETs and Llkg 
represents the additional inductor including the transformer leakage 
component. However, same abovementioned problems as the prior 
circuit caused by the additional inductor are inevitable. To solve the  
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problem related to the ringing in the secondary rectifier, the voltages 
across the output rectifier diodes has to be clamped at any voltage 
source, which can be effectively accomplished by removing the 
output filter inductor. Therefore, an RC snubber to absorb the 
ringing voltage is not necessary and the high efficiency as well as 
low noise output voltage can be realized. In addition, since it has no 

large output filter inductor but also employs only a small additional 
leakage inductor, it features a simpler structure, lower cost, less 
mass, and lighter weight. Although the output filter inductor does not 
exist, Llkg can function as a filter inductor beside that for ZVS 
operation, which counts for nothing in high-voltage and low-current 
applications such as a PDP sustaining power module. Moreover,  
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Fig. 1. A family of ZVS PWM bridge type DC/DC converter, (a) Active clamp forward converter with full bridge rectifier (b) Asymmetrical half bridge 
converter with full bridge rectifier (c) Phase shifted full bridge converter with full bridge rectifier (d) Active clamp forward converter with voltage-doubler 
rectifier (e) Asymmetrical half bridge converter with voltage-doubler rectifier (f) Phase shifted full bridge converter with voltage doubler rectifier (g) Active 
clamp forward converter with double ended voltage-doubler rectifier (h) Asymmetrical half bridge converter with double ended voltage-doubler rectifier (i) 
Phase shifted full bridge converter with double ended voltage doubler rectifier 
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since all energy stored in Llkg is transferred to the output side until the 
current flowing through Llkg becomes 0A, the circulating energy 
problem can be effectively solved.  

Meanwhile, from the fact that the DC value of the current through 
the capacitor is 0A, the DC values of ipri, iCo1, and iCo2 (i. e. <ipri>, 
<iCo1>, and <iCo2>, respectively) are all 0A, where <•> means the DC 
value of ‘•’. Since isec is equal to iCo1-iCo2, <isec>=<iCo1>-<iCo2>=0A. 
Since iT is equal to isec/n, <iT>= <isec/n>=0A. And, since iLm is equal 
to ipri-iT, <iLm>=<ipri>- <iT>=0A, which means that the DC offsets of 
the transformer magnetizing current and flux can be completely 
blocked. Therefore, the  
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Fig. 4. Zero DC offsets of the transformer magnetizing current and flux (a) 
transformer magnetizing current (b) B-H curve of the magnetic core 

 
transformer magnetic core can be fully utilized as shown in Fig. 4, 
and thus, its power density can be considerably increased. 

III. CIRCUIT OPERATION 
Figs. 3 (a) and (b) shows the circuit diagram and key waveforms 

of the half bridge converter with voltage double rectifier among the 
proposed family of high efficiency converters without output 
inductor, respectively. One cycle period of a proposed circuit is 
divided into two half cycles, t0~t4 and t4~t8. Since the operation 
principles of two half cycles are symmetric, only the first half cycle 
is explained. The driving method of the proposed circuit is the same 
as those of the conventional circuit. The switches M1 and M2 are 
turned on and off in a complementary way to each other. And, M1 is 
driven with the duty ratio D, which is less than 0.5. To illustrate the 
steady-state operation, all parasitic components except for those 
specified in Fig. 3(a) are assumed to be neglected. The switch M2 is 
assumed to be initially in turn-on states before t0. Therefore, the 
energy stored in CB is powered to the output stage as shown in Fig. 5 
(a) and at the same time, the primary current is linearly decreased 
with the slope of -(VB-nVo2)}/Llkg. The analysis of the proposed 
circuit begins when the switch M2 is turned off. 
 
Mode 1 (t0~t1): When M2 is turned off at t0, mode 1 begins as shown 
in Fig. 5 (b). With the initial conditions of ipri(t0)=It0, vds1(t0)=Vin, and 
vds2(t0)=0, the current ipri flowing through Llkg charges C2 and 
discharges C1 as vds1(t)=Vin-Ito/(2Coss)(t-t0) and 
vds2(t)=Ito/(2Coss)(t-t0) where C1 and C2 are equal to Coss and Llkg acts 
as a current source with the value of It0 in this interval. After the 
voltage across C1 is decreased to 0V, D1 starts conducting. Therefore, 
the voltage across M1 is maintained to 0V. 
 
Mode 2 (t1~t2): Since D1 is conducting before t1, M1 can be turned 
on with the ZVS at t1. Since the primary current ipri is larger than the 
magnetizing current iLm, the secondary current isec is still flowing in 
the same direction as that of the previous mode and output rectifier 
diode d2 is also on the conductive state as shown in Fig. 5 (c). At the 
same time, the primary current is linearly increased with the slope of 
(Vin-VB+nVo2)/Llkg. 
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Fig. 2 Conventional half bridge converter 
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Fig. 3.   Proposed converter (a) Schematic diagram of the proposed circuit 
(b) Key waveforms 
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Mode 3 (t2~t3): When the primary current ipri becomes equal to the 
magnetizing current iLm, mode 3 begins as shown in Fig. 5 (d). Since 
the primary current ipri becomes smaller than the magnetizing current 
iLm, the direction of the secondary current isec is reversed and the 
commutation between d1 and d2 begins. 
 
Mode 4 (t3~t4): After the commutation of output rectifier diodes, d1 
is conducting and d2 blocked as shown in Fig. 5 (e). Therefore, the 
input source energy is powered to the output stage and at the same 
time, the primary current is linearly increased with the slope of 
(Vin-VB-nVo1)/Llkg.  

 
The circuit operation of t4~t8 is similar to that of t0~t4. 

Subsequently, the operation from t0 to t4 is repeated. 

IV. ANALYSIS OF THE PROPOSED CONVERTER 

A. Voltage conversion ratios 

  For the convenience of the analysis of the steady-state operation, 
several assumptions are made as follows: 

• All parasitic components except for the leakage inductor are 
neglected 

• The dead time between M1 and M2 is discarded. 
• The conductive period DTs of M1 is less than 0.5Ts. 
• The commutation time between two pairs of output diodes is 

discarded. 
• The blocking capacitors CB, Co1, Co2 and output capacitor Co 

are large enough to be considered as a constant voltage source 
VB, Vo1, Vo2, and Vo, respectively. 

• Since time intervals t1~t2 and t5~t6 (as shown in Fig. 3 (b)) are 
much smaller than the switching period Ts, they can be 
discarded for the simplicity of the analysis. 

• The magnetizing inductor Lm is so large that iLm=0. 

  By imposing the volt-second balance rule on the leakage inductor 
Llkg, the steady state equation can be obtained as 
 

1 2( ) (1 )( )in o B B oD V nV V D V nV− − = − − .         (1) 
 
From equation (1), the voltage VB across CB can be expressed as 

B inV DV= .                                (2) 
 
  By imposing the volt-second balance rule on the magnetizing 
inductor Lm, the steady state equation can be obtained as 
 

2 2( ) (1 )o o oD V V D V− = − .                   (3) 
 
  From equation (3), the voltage Vo2 across Co2 can be expressed as 
 

2o oV DV= .                                (4) 
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Fig. 6 Simplified current waveforms 
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Fig. 5. Operation modes of the proposed converter, (a) Before t0 (b) Mode 1 (t0~t1) (c) Mode 2 (t1~t2) (d) Mode 3 (t2~t3) (e) Mode 4 (t3~t4) 
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Since Vo1 is equal to Vo-Vo2, the voltage Vo1 across Co1 can be easily 
obtained as 
 

1 2 (1 )o o o oV V V D V= − = − .                     (5) 
 

Fig. 6 shows that simplified current waveforms and the average 
value of the sum of id1 and id2 is equal to the load current Io. Therefore, 
the following steady state equation is satisfied. 
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where avg<•> means the average value of ‘•’. 
 

Form equations (2), (4), (5), and (6), the steady state voltage 
conversion ratio of the overall system can be derived as follow 
 

( )

1
.

2
1

o

lkgin

o s

V
M

LV
n

nR T D D

= =
+

−

                    (7) 

 

B. Zero-voltage switching 

From Fig. 3(b), to achieve the ZVS of switches, the energy Elkg_t4 
stored in the leakage inductor Llkg at t4 must be large enough to fully 
charge C1 and discharge C2 before the switch M2 is turned on. 
Similarly, the energy Elkg_t8 stored in the leakage inductor at t8 must 
fully charge C2 and discharge C1 before the switch M1 is turned on. 
Therefore, to assure the ZVS of switches M1 and M2, the following 
equation must be satisfied.  

 

4 4 8 8

2 2 2
_ _ _ _

1 1 1
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2 2 2lkg t lkg lkg t lkg t lkg lkg t oss inE L I E L I C V= ≥ = ≥   (8) 

 
where C1 and C2 are assumed to be equal to Coss and Ilkg_t4 and Ilkg_t8 
are the peak currents through the leakage inductor at t4 and t8, 
respectively. From the simplified current waveforms shown in Fig. 6, 
Ilkg_t4 and Ilkg_t8 are assumed to be equal to Ip1 and Ip2, respectively, 
which can be also expressed as follows 
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C. Duty cycle loss and circulating current 

 The typical waveforms of the conventional half bridge converter and 
the proposed converter are compared as shown in Fig. 6. The 
operating duty cycle of the conventional circuit can be expressed as 
D=Deff1+Dloss1 and 1-D=Deff2+Dloss2, where Deff1 and Deff2 mean the 
effective duty cycle and Dloss1 and Dloss2 mean the losses of the duty 
cycle. 

The Dloss1 and Dloss2 can be expressed as 
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where I1, I2, I3, and I4 are defined in Fig. 6 (a). 
 For the conventional half bridge converter, the leakage inductance 
should be large enough to provide a reasonable ZVS range. So, the 
loss of the duty cycle Dloss1 and Dloss2 are very large from the equation 
(11) and therefore, the effective powering period is decreased as 
shown in Fig. 7 (a), resulting in the increased circulating current and 
subsequent serious conduction loss. On the other hand, the proposed 
converter does not have any duty cycle loss and all energy stored in 
Llkg is transferred to the output side until the current flowing through 
Llkg becomes 0A as shown in Fig. 7 (b). Consequently, the circulating 
energy problem can be effectively solved. 
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Fig. 7 Comparison of primary voltage and current waveforms, (a) 
Conventional half bridge converter (b) Proposed converter 

 

D. Comparisons of device stresses 

 Table I shows the comparisons of device stresses between the 
conventional and proposed circuits. As shown in this table, the 
voltage stresses of the output diodes d1 and d2 in the conventional 
circuit are so high as Vin at D=0.5 compared with Vo of the proposed 
circuit. Furthermore, the output diode of the conventional circuit 
suffers from the serious voltage ringing, which results in the 
increased voltage rating, forward voltage drop, and cost of the output 
diode. Therefore, the well-designed RC snubber must be used to 
protect the output diode from this voltage ringing, which could also 
generate serious power losses.  

Meanwhile, the current stresses of the output diodes d1 and d2 in the 
proposed circuit are rather large compared with that in the 
conventional circuit. This is because the proposed converter employs 
the output structure of the half bridge configuration, which features 
the voltage/current doubling effects and simple structure. However, 
this is not so serious in low current and high voltage applications 
such as the PDP sustaining power module. 
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Table. I Comparisons of device stress 
 

Part Conventional circuit Proposed circuit 
Voltage stress 
of M1 and M2 Vin Vin 

Current stress 
of M1 and M2 2(1-D)Io/ncon, 2DIo/ncon nproIo/D, nproIo/(1-D) 

Voltage stress 
of d1 and d2 

2DVin/ncon + a, 
2(1-D)Vin/ncon + a 

(a=voltage ringing) 
Vo 

Current stress 
of d1 and d2 

Io 2Io/D, 2Io/(1-D) 

DC offset 
current of Lm (1-2D)Io/ncon 0 

Transformer 
turn ratio ncon npro=2ncon 

 

V. EXPERIMENTAL RESULTS 
The prototype of the proposed circuit is implemented with 

specifications of Vin=385V, Vo=170V, rated power Po=425W, 
Llkg=32uH, CB=2uF, Co1=Co2=4.4uF, Co=560uF/ 250V, transformer 
turns ratio N1:N2=21:11, M1 and M2= 2SK2837(Coss=1.165nF), d1 
and d2=15ETH03, and switching frequency=72kHz. Fig. 8 shows an 
industrial sample of a PDP power module employing the proposed 
converter.  

 

 
 
Fig. 8 Industrial sample of a PDP power module employing the proposed 

converter 
 
Fig. 9 (a) and (b) shows the key waveforms at the full load. From 
these figures, since the voltages across d1 and d2 are clamped to the 
output voltage, there is no serious voltage ringing in those diodes. 
Moreover, since all energy stored in Llkg is transferred to the output 
side, no circulating energy exists. Fig. 9 (c) shows that the ZVS of 
M1 and M2 can be achieved at the 40% load condition. Fig. 9 (d) 
shows that while the ZVS of M2 is obtained at 10% load, that of  M1 
not. However, since the current though M1 are very small at this 
point, the switching loss is not serious. Fig. 10 shows heat 
dissipations of the proposed engineering sample. As seen in this 
figure, low temperatures of the components as low as 60 degree can 
be obtained. Fig. 11 shows the measured efficiency compared with 
conventional asymmetrical half bridge converter. The efficiency 
along a wide load range is as high as above 96%. 
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Fig. 9 Experimental waveforms, (a) Key waveforms of vp, vds1, ipri, and vd1 (b) 
Key waveforms of vd1, id1, vd2 and id2, (c) ZVS turn on at 40% load (d) 
Hard switching and ZVS turn on at 10% load  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 10. Heat dissipations of engineering sample 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Measured efficiency compared with conventional half bride 
converter 
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VI. CONCLUSION 
A family of high efficient ZVS-PWM bridge-type converters has 

been presented in this paper. A small additional inductor, which also 
acts as an output filter inductor, can achieve the ZVS of power 
switches for the wide load range. And, the problem related to ringing 
in the secondary rectifier caused by the additional inductor can be 
completely solved by employing a structure without an output filter 
inductor. In addition, since it has no large output inductor filter, it 
features a simpler structure, lower cost, less mass, and lighter weight. 
Moreover, since all energy stored in the primary inductor is 
transferred to the output side, the circulating energy problem can be 
effectively solved and the overall system efficiency along a wide 
load range is as high as above 96%. 
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Abstract - This paper proposes a spectral analysis of the dc 
link ripple current in three-phase ac/dc/ac PWM converter 
system for induction motor drives. The expression of the 
harmonic currents is developed by using switching functions 
of the PWM and the complex exponential form of the Fourier 
series. The effect of the displacement angle between the PWM 
periods of line-side converters and motor-side inverters on the 
dc link ripple currents is investigated. Also, the influence of 
asynchronization in the PWM is observed. The result of 
analysis coincides well with the frequency spectrum which 
results from the PSIM simulation. The proposed scheme is 
very useful to model the equivalent circuit of the dc 
electrolytic capacitor in a high frequency range as well as to 
understand analytically the principles of the pulse width 
modulation. 
 

Index terms: Ac/dc/ac/ PWM converters, dc link ripple 
current, harmonic spectrum, exponential Fourier series. 

I. INTRODUCTION 

In recent, the three-phase ac/dc/ac PWM converter is 
increasingly used for industrial applications such as mill 
drives, elevators, uninterruptible power supply(UPS) [1], 
active power filters [2], wind power generation [3] and so 
on, since it has advantages such as constant dc voltage 
control, sinusoidal line current control, unity power factor 
control, and bi-directional power flow [4]. The ac/dc/ac 
PWM converter usually has a dc link with large electrolytic 
capacitors as an energy storage element. The sizing of the 
dc capacitor depends on the operating frequency. Also, the 
performance deterioration of the dc electrolytic capacitor is 
diagnosed by identifying its equivalent series resistance 
(ESR) which is a function of the operating frequency and 
temperature [5], [6]. So, for these purposes, it is required to 
analyze the frequency spectrum of the dc link ripple 
currents. 

There have been some research results to analyze the dc 
link ripple currents [7], [8], where only the rms value of the 
ripple currents was developed. The previous studies which 
dealt with the frequency spectrum of the dc link current are 
very a few [9], [10]. In [9], the dc link current in PWM 
inverters only was analyzed and in [10] the harmonic 
spectrum measured experimentally was presented without 
analysis. 

In this paper, the dc link ripple currents for the three-
phase ac/dc/ac PWM converters feeding induction motors 
are analyzed in a frequency domain. The expression of the 

harmonic currents is developed by using switching 
functions of the PWM and the complex exponential form 
of the Fourier series. Also, the effect of the displacement 
angle between the switching periods of the line-side 
converter and the motor-side inverter on the dc link ripple 
currents is investigated, where it is known that the 
displacement angle of 0 and π  gives the minimum dc 
link ripple current. The validity of the proposed analysis 
method has been verified by simulation results using the 
PSIM. 

II. PROCEDURE OF ANALYSIS 

Fig. 1 shows the main circuit of a three-phase ac/dc/ac 
PWM converter feeding an induction motor, which consists 
of the line-side PWM converter and the motor-side PWM 
inverter. The procedure to derive the dc link ripple current 
mathematically, which basically comes from the method in 
[9] where analysis of the inverter input current only was 
developed, is described below: 
i)  At first the switching function kS of the PWM is 

expressed, where k (=1, 2, 3) represents the phase 
number. Its detail derivation will be described in the 
following sections. 

ii) Using the switching function, the dc link current due to 
each phase current ki  is obtained as 

kkdck Sii ⋅=                                (1) 

where ki  is found from the ratio of the harmonic 
voltage to the harmonic impedance. 

iii) The sum of each contribution of the three phases gives 
the total dc link current drawn by the inverter such as 

∑
=

⋅=
3

1

  
k

kIkIdcI Sii                           (2) 

where the subscript “I” means the inverter-referred 
term. 

iv) In the same way as in (iii), the dc link current of the 
converter output terminal, dcRi , is calculated as 

∑
=

⋅=
3

1

  
k

kRkRdcR Sii .                         (3) 

v) The ripple current of the dc link capacitor is calculated 
by adding vectorially both the n-th harmonics of the 
converter output and the inverter input terminals, 
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Fig. 1. Three-phase ac/dc/ac/ PWM converter. 
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Fig. 2. Procedure of analysis. 

considering a displacement angle, which is expressed as 

stjn
ndcRndcIndc eiii ϕ−⋅+= ,,,

rrr
               (4) 

where, stϕ  is an angle displaced between the two 
switching periods of the inverter and the converter. 

The flow chart for analysis is shown in Fig. 2.  

III. EXPRESSION OF SWITCHING PULSES 

The derivation of the switching function in this section is 
referred to in [9]. Fig. 3(a) shows the principle of the 
sinusoidal PWM, switching pulses, and corresponding pole 
voltages, where a synchronous PWM is assumed. Fig. 3(b) 
shows one modulated pulse in a switching period. The 
fundamental period is subdivided into p short pulses of 
equal width ∆ . 

p/2π=∆                                    (5) 

The angle of i1δ  and i2δ  means a pulse width in a 

switching period. The oδ  is the quarter of a switching 

period. If oii δδδ == 21 , the average voltage over the 

pulse is zero. 
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Fig. 3. Switching pattern of PWM.  
      (a) PWM  (b) switching pulse. 

 
  Considering the left-half pulse, the average voltage over 

this period, iV1 , is 

   )5.0(11 dcii VV β=                             (6) 
where, 

 
o

oi
i δ

δδβ −
= 1

1
                              (7) 

and dcV  is the dc link voltage. 
In high switching frequency PWM, the average voltage 

during a half period of the modulated pulse is proportional 
to the amplitude of the sine wave mV  at the midpoint of 
the half pulse. So, 

)sin()5.0(1 oimdci VV δαβ −∝                      (8) 

When the amplitude of the sine wave is expressed with the 
modulation index, ,M  

)5.0( dcm VMV =                             (9) 

Then,  

)sin(1 oii M δαβ −= .                       (10) 

Similarly,  
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)sin(2 oii M δαβ +=                       (11) 

By substituting for β  using (7), (10) and (11) are 
expressed in an alternative form as 

)]sin(1[1 oioi M δαδδ −+= ,                  (12) 

)]sin(1[2 oioi M δαδδ ++=                  (13) 

If the modulation index is given, the switching instants are 
determined by (12) and (13). 

The switching function is the set of p pulses of which 
level is unity or zero, with modulating angles calculated by 
(12) and (13). Applying the exponential Fourier series to 
the i-th pulse, the amplitude of its n-th harmonic 
component, niC , is given by  

iii jnjnjn
ni eee

n
jC αδδ

π
−−− −= ))(

2
1( 12            (14) 

where “j” means an imaginary unit in complex number. 
For the p  pulses in a fundamental period, 

∑
=

=
p

i
nin CC

1

                             (15) 

The harmonic coefficients of the modulated pole voltage 
are also derived in the same expression as (15) except that 
the average term is absent and the amplitudes are 
multiplied by dcV . 

IV. ANALYSIS OF DC LINK CURRENTS 

Using the harmonic coefficient of the switching 
function and the pole voltages, the dc link current of the 
two converters can be found. 

A. Derivation of phase currents of inverter 

The per-phase harmonic equivalent circuit of the 
inverter-side is shown in Fig. 4(a). If the amplitude of the 
n-th harmonic component of the pole voltage is denoted by 

,nv  the corresponding harmonic current kni  is given by  

3/)1(2 −−⋅
−

= k

kn

n
kn e

Z
ev

i π                    (16) 

where e  is the motor back-emf which is assumed to be 
sinusoidal, and knZ  is the harmonic impedance to the n-
th harmonic frequency between terminals of each leg and 
virtual dc midpoint. The back-emf is expressed as 

    )( γω −= tj
m

eeEe                            (17) 
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Fig. 4. Per-phase harmonic equivalent circuits. 

(a) inverter-side (b) converter-side. 
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Fig. 5. Phasor diagram for current and voltage. 

 
where mE  is the magnitude of the back-emf, eω  is the 
angular velocity of the inverter output frequency, and γ  
is the angle between the inverter output voltage and the 
back-emf. 
  Fig. 5 shows a phase diagram illustrating the relationship 
between the currents and the voltages, which is referred to 
Fig. 4. It is assumed that the line-side converter is, as usual, 
operated at unity power factor and that the motor is 
operated at lagging power factor. The inverter output 
voltage is chosen as a reference phasor and the phase of the 
converter input voltage is adjusted to be equal to that of the 
reference phasor. 

The leg current is given by 

∑
∞

−∞=

−−−−
=

n

kjntjn

kn

n
k ee

Z
ev

i e 3/)1(2)()( πφω         (18) 

The last term in (18) means that the three leg currents are 
displaced by 3/2π one another. 

The sum of all the leg currents is given by 

∑
=

=
3

1k
ko ii                                               

∑ ∑
=

∞

−∞=

−−−−
=

3

1

3/)1(2)( }){(
k n

kjntjn

kn

n ee
Z

ev
e πφω       (19) 

If the impedances in all legs are the same, i.e. nkn ZZ = , 
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(19) can be rearranged as 

∑ ∑
∞

−∞= =

−−−−
=

n k

kjntjn

n

n
o ee

Z
ev

i e }){(
3

1

3/)1(2)( πφω       (20) 

In (20), by a geometric series, 

)3sin(
)sin(3/2

3

1

3/)1(2

π
ππ

n
n

ee jn

k

kjn −

=

−− =∑           (21) 

The sine quotient in (21) is zero for any integer n except 
when L,2 ,1 ,0  ,3 ±±== ssn . 

Since the triplen harmonic components cannot exist at 
the load of the three-phase inverter, (18) is expressed as 

3/)1(2)()( −−
∞=

−∞=

−∑ ⋅
−

= kjn
n

n

tjn

n

n
k ee

Z
ev

i e πφω         (22) 

where L,2,1,0  ,3 ±±=≠ ssn . 

B. Derivation of switching function kS  

The switching function kS  is expressed as 

∑
∞

−∞=

−−⋅⋅=
m

kjmtjm
mk eeCS e 3/)1(2πω             (23) 

where mC  is the same as in (15). 

C. Derivation of total dc link currents on inverter input 
side 

Substituting (22) and (23) into (2), the total DC link 
current can be obtained as 
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where the term of nv  in (22) has been replaced by 

ndcCV . 
  By geometric series, 
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Substituting (25) into (24), dcIi  becomes zero unless 

),2 ,1 ,0( ,3 L±±=′′=+ ssnm , where the sine quotient 
becomes equal to 3. Hence, (24) is simplified to 
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where, L,2,1,0  ,3 ±±=≠ ssn , L,2,1,0 ,3 ±±=′′=+ ssnm . 
Eq. (26) is the general expression for the total dc current in 
time domain. 

On the other hand, the complex exponential form of the 
Fourier series of dcIi  and its l-th harmonic coefficient, 

ldcIB , , is defined as [11] 
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which consists of the complex number. For the complex 
exponential form of the Fourier series, the magnitude of 
each harmonic component is obtained by doubling that of 
the complex coefficient, except for the dc term. 

Substituting (26) into (28) and simplifying, 
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where, 
,,2,1,0  ,3 L±±=≠ ssn L,2,1,0 ,3 ±±=′′=+ ssnm , and 

sl ′= 3  are the only nonzero harmonics present. 
Eq. (29) is the general expression for the harmonic 

content of the dc link current in frequency domain. It 
should be noted that the only harmonic currents present in 
the dc link of a three-phase inverter are triplen harmonic 
components. 

V. DC LINK CURRENT THROUGH CAPACITORS 

The dc link current of the line-side converter is derived 
just as in (26) except that the back-emf of the induction 
motor in (17) is replaced by the source voltage as 

)( σω += tj
ss

seEe                           (30) 

where, sE  and sω are the magnitude and the angular 
velocity of the source voltage, respectively, and σ  is the 
phase angle between the converter input voltage and the 
source voltage as shown in Fig. 5. In this case, σ  is 
substituted for φ−  since the source power factor is 
controlled as unity. 

After tedious mathematical manipulation, we can obtain 
a series of complex coefficients of ldcRB ,  similar to (29) 

for the PWM converter side. By summing the complex 
coefficients of the same harmonic components in the two 
exponential Fourier series and taking the magnitude of 
each coefficient, the harmonic spectrum of the capacitor 
ripple currents is obtained. 
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Fig. 6. Relation of phase current and dc link current. 
(a) inverter side (b) converter side. 
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Fig. 7. Superposition of freewheeling states with regard to 
displacement angle. (a) 2/st πϕ =  (b) πϕ =st . 

 
If the switching frequency of the line-side converter and 

the motor-side inverter is unequal, the harmonics in the dc 
link currents are independent of each other and form their 
own rms values. For the equal switching frequency, the 
superposition of both the harmonics yields the rms value, 
which depends on the displacement angle between the 
switching pulse patterns of both the converters. 

In this paper, the switching frequency for the two 
converters is assumed to be equal. If the displacement 
angle stϕ  is not zero, its effect should be considered in 
summing the two Fourier series, as  

stjl
ldcRldcIldc eBBB ϕ−⋅+= ,,,                 (31) 

Finally, taking the absolute value of ldcB ,  in (31) and 

doubling it, except the dc term, the magnitude spectrum of 
the dc link capacitor current is obtained. 
 

Fig. 6 shows the relationship between the phase current 
and the dc link current waveforms in the PWM converter 
and inverter, which is redrawn from in [10]. What is the 
displacement angle, stϕ , is shown obviously in the figure. 
Since the magnitude of the capacitor current is the summed 
amount of the inverter input current and the converter 
output current, it is seen from Fig. 6 that the current 
flowing through the dc capacitor becomes less as the 
superposition of the zero voltage vector duration for the 
PWM switching state on the both-side converter is larger. 
The rms ripple current of the capacitor is minimum at 

ππϕ 2 , ,0=st  since at these angles the superposition 
duration of the freewheeling states of both converters is 
maximum. Fig. 7(a) and (b) show the dc current pulse 
waveforms of the converter and inverter, for example, at 

2/πϕ =st
 and ,π  respectively. At ,2/πϕ =st the 

superposition of the freewheeling states is minimum. So, 
the capacitor ripple current is maximum. In case of πϕ =st

, 
the superposition of the freewheeling states is maximum 
and then the capacitor ripple current is minimum. To 
minimize the capacitor ripple current, it is necessary to set 
the displacement angle stϕ  to .2 , ,0 ππ  

VI. ANALYSIS RESULTS AND DISCUSSIONS 

The results of the analysis are illustrated by using the 
MathCAD tool. To verify the validity of analysis, the 
PSIM simulation has been carried out. The operating 
conditions of the system are listed in Table I. The dc link 
voltage dcV  is 350[V] and the dc link capacitor is 

].[3300 Fµ  The induction motor parameters are listed in 
Table II. 

Fig. 8 (a)-(c) show the current waveforms of the 
converter output side, the inverter input side, and the dc 
capacitor, respectively, where the inverter output frequency 
is equal to that of the source voltage of 60[Hz]. 

Fig. 9 and 10 show the frequency spectrums 
corresponding to the dc link currents in Fig. 8, which 
resulted from analysis and simulation, respectively. Here, 
the displacement angle was set to zero degree. Both 
spectrums coincide well with each other, from which the 
analysis method is proved to be valid. 

Table I Operating conditions 

 Converter side Inverter side 

R, L 0.02[Ω] 
3.3[mH] 

induction motor
(in Table II) 

Power factor 1 0.8 

Modulation index 0.95 0.81 

Switching/fundamental
Frequency 

3420/60 [Hz] 
57 pulses/cycle 

3420/60 [Hz] 
57 pulses/cycle
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Table II Ratings and parameters of induction motor 

3-phase, 220[V], 3 [Hp], 4Poles 

][83.0 Ω=sR , ][91.0 Ω=rR  

][25.3 mHLL lrls == , ][166 mHLM =

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. DC link current waveforms (simulation). 
(a) converter output side (b) inverter input side 
(c) capacitor current. 

 

 
Fig. 9. Harmonic spectrum of dc link currents (simulation).  

(a) converter output side (b) inverter input side(60Hz) 
(c) capacitor current  
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Fig. 10. Harmonic spectrum of dc link current(analysis). 
      (a) converter output side (b) inverter input side(60Hz) 

(c) capacitor current. 
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Fig. 11. Comparison of harmonic spectrum of dc currents. 
(a) converter output side (b) inverter input side (20Hz) 
(c) capacitor current. 
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Fig. 12. Harmonic spectrum of inverter input current  

for asynchronous PWM. 
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Fig. 13. Harmonic spectrum of dc capacitor current 

 for asynchronous PWM. 
 

 

Table III Magnitude of harmonic components in inverter-side dc 
currents 

 dc sf  sf2  sf3  sf4  sf5  

56.5 6.5 1.9 1.95 3.2 1.1 0.9 1.5 1.1 1.1

56.8 6.5 1.9 1.95 3.2 1.0 1.1 1.8 1.1 1.0

57.0 6.5 1.9 1.95 4.2 1.0 0.9 1.2 1.0 1.0

57.2 6.5 1.95 2.05 4.95 0.9 1.1 1.2 1.1 1.0

57.4 6.5 1.8 1.9 4.5 1.1 1.0 1.2 1.1 1.0

 
 
Table IV Magnitude of harmonic components of dc capacitor 

currents 

 dc sf  sf2  sf3  sf4  sf5  

56.5 0.5 0.2 2.45 1.2 1.1 1.1 1.1 0.8 0.8

56.8 0.6 0.2 2.45 2.4 1.1 1.4 1.1 1.2 1.1

57.0 0.3 0.4 2.8 3.5 1.2 1.0 1.1 1.2 1.1

57.2 0.6 0.7 2.8 3.4 0.9 1.2 1.1 1.2 1.2

57.4 0.4 0.6 2.9 2.9 0.8 1.6 0.9 0.9 1.2
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Fig. 14. RMS value of dc link ripple currents as a function 

 of displacement angle stϕ . 

 
Fig. 11 shows the comparison of analysis and simulation 

results for the harmonic spectrums of the dc link currents 
when the inverter output frequency is changed to 20[Hz]. 
Even though the inverter output frequency may be different 
from that of the source voltage, the analysis result is still 
valid. Thus, the proposed method can be applied to the 
analysis of the dc link ripple currents for adjustable speed 
ac drive systems.  

Fig. 12 and 13 show the harmonic spectrums of the 
inverter-side dc current and the capacitor ripple current, 
respectively, for the asynchronous modulation. Here, the 
inverter output frequency is varied in four steps from 
59.58[Hz] to 60.53[Hz] centered at 60[Hz] and so the 
frequency modulation ratio is not an integer. For easy 
comparison, their numerical values are listed in Table III 
and IV. In the tables, the top row represents the dominant 
frequency of which side bands are centered at and the most 
left column represents the frequency modulation ratio. It is 
observed that a small amount of the dc component exists 
due to the asynchronous PWM. However, the dc term will 
be cancelled in the long term since its polarity may be 
opposite in other cycles. On the whole, the magnitude of 
the harmonic current is not changed so significantly with 
the asynchronous modulation since the frequency 
modulation ratio is as high as about 57. So, the result of the 
analysis for the synchronous modulation may be applied to 
the case of the asynchronous modulation without any 
remarkable loss of reliability.  

Fig. 14 shows the rms value of the dc link ripple currents 
as a function of the displacement angle stϕ . As expected, 
the ripple current is maximum at ,2/π  and minimum at 

0 and .π  

VII. CONCLUSIONS 

In this paper, analysis of the dc link ripple currents for 
the three-phase ac/dc/ac PWM converters feeding ac 
machines has been proposed. The analysis is based on the 
switching function of the PWM and the complex 
exponential form of the Fourier series. The analysis results 
coincide well with those of simulation. In addition, the 
effect of asynchronous modulation and the displacement 
angle on the dc link current has been investigated. The 

114



proposed analysis method for the dc link ripple current is 
useful for specifying the capacitor and for predicting the 
lifetime as well as for understanding analytically the PWM 
switching operation.  
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Abstract—Integrated circuits for electronic ballasts are a 
growing market today. Driven by the telecommunication indus-
try, powerful technologies have been developed to handle both, 
the large scale integrated signal processing and the power stage 
driving and control. These technologies are delivering the fun-
dament for IC solutions, which meet both, the cost require-
ments of ballasts, as well as the aiming at miniaturization. Spe-
cial custom integrated solutions make sense for high-end com-
fort ballasts with extended signal processing. For the mass 
market, a modular system is desirable, which allows the flexible 
change of product characteristics. The paper gives an overview 
of ongoing developments and future trends in this area.  

I. INTRODUCTION 
The growing demand for ballast integration concepts is a 

result of tasks faced in ballast design: 
• different features are hard to implement by using 

discrete components in a modular concept of a 
ballast family 

• miniaturization requires a low number of discrete 
components and a reduction of the PCB-board 
area 

• some features can only be implemented 
utilizing integrated solutions (high-
performance dimming, digital interface) 

Today's ballasts show three suitable parts for integration: 
• The power stage for lamp driving 
• The power stage for PFC (and possibly the input 

rectifier) 
• The control and driving of power  
• The  Interface and signal processing functions 

Fig. 1 shows a typical block diagram of concepts and 
components for integration. This diagram is applicable for 
the wide spread low pressure fluorescent lamp ballasts 
(FLB), for the HID ballasts, and for the halogen lamp bal-
lasts, regarding line applications (230V and 120V AC). 
However, it makes sense to design different integration con-
cepts for different ballast families. The FLB families can be 
divided into:  

• Compact fluorescent lamp ballasts (B1)  
• Non dimming external ballasts (B2) 
• Dimming external ballasts (B3) 
• Controls (for ballast interfaces) (B4)  

 
Another important criterion is the power level of the bal-

last. It shall be made the following distinctions for line bal-
lasts: 

• low power ballasts (< 30 Watts) (P1) 
• medium power ballasts (<70 Watts) (P2) 
• high power ballasts (> 70 Watts) (P3) 

So the integration task has to be examined under the above 
mentioned diversity of systems [1]. 

II. TOPOLOGIES, TECHNOLOGIES AND 
CONCEPTS 

In the following only line-powered ballasts are consid-
ered. Battery powered and low voltage input ballasts 
often consist of a push-pull power stage combined with 
an input boost stage [2]. The consideration of suitable to-
pologies for integration in line-powered ballasts leads to 
single stage and dual stage concepts [3].  

Single stage topologies can be used for low cost solu-
tions with PFC, but they can hardly enable the dimming 
feature down to brightness of 1 %. Besides, dimming com-
bined with bus voltage limiting, preheating and ignition 
control might require additional auxiliary circuits in a sin-
gle stage ballast, which provides PFC from the lamp power 
stage [4]. Providing the PFC option, a single stage ballast 
is well suited, using a driver IC for fault protection. Pre-
heating and ignition control can be implemented with 
moderate expense. The bus voltage does not need to be 
higher than in dual stage ballasts because the voltage stress 
of the power transistors is the same [4]. 

When a half-bridge topology is used for the power stage, 
two n-channel transistors need a high-side driver. The 
combination of one n-channel and one p-channel transistor 
(mixed transistor type) allows a low side driver only [5]. 
The mixed transistor type stage has the disadvantages of 
the different gate capacitances of the transistors and of a 
larger chip area of the p-channel type. Besides, the combi-
nation of driver IC's in dual stage ballasts with a mixed 
transistor type half bridge is not simple and requires the 
high-side option. 

Alternatively, a single transistor power stage can be used 
with a low-side driver. It has the disadvantage of an exces-
sive voltage over the transistor, which leads to high blocking 
voltages of 4 to 5 times the maximum line input voltage. As 
a result switches with blocking voltages of 1000V or 1600V 
for the single transistor topology are necessary, compared 
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Fig. 1. Different parts and functions of a ballast and possible integration on silicon 

 
to only 500 V to 650 V for the half-bridge topology in line 
applications of 230V AC. Table 1 shows different combina-
tions of power transistors, topologies and driver technolo-
gies with their respective advantages  and disadvantages. By 
using the most common high-side drivers, combined with a 
n-channel MOSFET half-bridge, there is a choice between 
,,genuine" high-side technologies and chip-on-chip, or chip-
by-chip solutions, respectively. When both, the high-side 
driver IC and the low-side driver IC are designed in low-
voltage technology, a blocking voltage of only 15 V to 30 V 
is sufficient for the driver transistors. Such drivers are avail-
able today in sub-micron technologies, down to a quarter-
micron technology. The packaging of chip-on-chip solutions 
with bidirectional data transfer between the low side and the 
high-side driver chip is not simple, but it can be handled 
today for reliable solutions  

This solution presented by Knodgen in [6] makes sense 
for driver ICs for B2 and B3 ballasts and for all power 
levels P1 to P3, when a modular concept is used as it is 
shown in Fig. 1. For the modular concept the dual stage 
topology has some advantages, because some of the P1 
ballasts do not need PFC. The control IC can then be pro-
vided in two versions, one version with PFC driver and 
one version without PFC driver (e.g. the IR215x and 
IR216x series). In a single stage topology, the driver IC 
must include the PFC function, which makes it more diffi-
cult to use a simple phase control concept for dimming 
ballasts [7]. For P3 ballasts external driver ICs should be 

combined with discrete power transistors. Integration of 
the power transistors together with the driver ICs at one 
chip is usual up to power levels of 70 Watts (P1 and P2). 
Therefore an SOI technology is proposed, due to its mini-
mized space for voltage blocking structures, compared to 
junction isolation. It is possible to integrate the PFC power 
transistor, the half-bridge transistors, and the needed driver 
and control circuits at one chip (Fig. 1): PFC IC and Lamp 
Control IC, integrated with PFC and Lamp power stage, 
including the bridge rectifier [6]). 

For designing a dimming ballast B3, even the microcon-
troller can be integrated in SOI technology [6]. The so-
called „resurf technique" for the lateral MOS power tran-
sistors up to 650 V blocking voltage offers the opportunity 
of a small active silicon area, which is smaller than that of 
discrete standard vertical power MOSFET. Such full-
integration concepts are limited by the power losses, which 
have to be handled by the heat sink on the housing. Losses 
of more than 0.5 Watts in one component may cause prob-
lems due to the excessive temperatures of 80 to 100°C 
inside of the ballast. Heat spreading is usual for power 
levels higher than 70 Watts, regarding the inductors of the 
PFC boost converter, as well as the resonant inductors for 
multi-lamp ballasts. Using discrete transistors for the half-
bridge, a useful heat spreading is provided between them 
(P3). A small silicon area can be achieved when a so-
called Cool-MOS technology is used [8]. Unfortunately, 
these vertical transistors are not well suited for complete 
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integration. On the other hand, bipolar technology require 
excessive base driving current, and may be used only in 
combination with serial MOSFETS, better known as 
BIMOS technology devices, when a driver IC is applied 
[6]. 

For a single transistor power stage, a MOSFET is mostly 
not efficient, because of its high blocking voltage. This 
results in larger chip area, compared to the half-bridge 
transistors. For higher voltage levels a new generation of 
IGBTs should be used [9]. Due to the fact that the tail cur-
rent is negligible even for low current levels of about 1.0 
A, switching frequencies of 30 to 100 kHz should be 
reached without significant dynamic losses in ballast ap-
plications. For the single transistor power stage, a low side 
driver is required only. However, the additional size of the 
resonant inductor and the high voltage resonant capacitor 
in a simple class-E topology should not result in higher 
costs, compared to the half-bridge topology. This can be 
achieved because of reduced packaging costs. 

For high-performance applications the half-bridge, com-
bined with a PFC boost converter, is the most usual con-
cept. The symmetric half-bridge helps to adjust the nomi-
nal lamp power (100%), and power levels down to 1%, by 
simple trimming. If the trimming is done by a digital IC 
concept, a low number of external components will be pos-
sible. For a class-E topology, as it was shown in [10], 
high-performance dimming is hardly possible, when using 
analog concepts, due to the complexity of control. For par-
tial dimming ballasts, or for button switched different lev-
els of brightness, analog technique is sufficient. From Ta-
ble 1 it can be summarized, that low-cost concepts tend to 
single-stage PFC ballasts without dimming, at least includ-
ing fault protection. Low-cost concepts for partial dimming 
-with or without PFC- may tend to a single-switch topol-
ogy e.g. class-E inverter, combined with a boost converter. 
High-performance dimming ballasts -with or without PFC- 
make use of the n-channel MOSFET half-bridge, combined 
with a boost converter. Then, of course, interface ICs can 
be added separately (B4) [6]. Finally, for low-cost con-
cepts without PFC, the n- and p-channel half-bridge is well 
suited, requiring only a low-side driver. Other topologies 
are less suited for integration, due to a restricted perform-
ance in one or more of the following features: 

• low crest factor 
• high power factor 
• dimming 
• fault protection, restart 
• preheating and ignition control - 

sufficient line filtering 
• end-of-life-, brown-out-protection, 

frequency variation, low number of 
passive elements, transformer-less 
topology 

• low voltage and low current stress of 
transistors and passive components. 

New opportunities are less given by new topologies, but 
by new technologies of the ballast components, including 

the light source itself. The substitution or elimination of 
the inductors and transformers in ballasts is highly desired 
due to the possible size and weight reduction. Therefore, 
the introduction of piezo-electric transformers (PT) will 
lead to acceptable size reduction at even low costs. Be-
cause of the non-dimming and instant-start behavior of 
such PT ballasts, the applications are restricted to special 
markets. Further, the expected cost reduction of LEDs will 
provide an alternative in the next years, as it is already to 
be seen in the automotive market. Summarizing, we can 
state that new components technologies always open the 
door to new topologies and driving solutions. 

III. CONTROL STRATEGIES FOR DMMING 
BALLASTS 

 
As already described, the functionality of a ballast may 

be very different, depending on the market sector and on 
the power level respectively. For achieving the dimming 
performance, usual control strategies for half-bridge and 
for single-transistor ballasts are shown in Table 2. It can be 
seen that analog concepts are well suited for optimum 
high-performance dimming, if phase control is imple-
mented [7]. The external trimming needs more expense for 
analog ICs than for digital ones. For high-performance 
dimming, a digital concept is recommended, if the number 
of external components should be minimized and if differ-
ent lamp types are chosen for one ballast type. 

IV. THEORETICAL COMPARISON OF CONCEPTS 
 

There are two well-suited topologies for dimming and 
for power control of a line ballast. These are the half-
bridge and the class E converter, which was introduced by 
N. O. Sokal in 1975 [11]. Even if the half-bridge is an op-
timum topology regarding the voltage stress and the size of 
resonant components, a theoretical comparison is of inter-
est because the single-transistor solution leads to cost-
effective solutions as fast high-voltage IGBTs and low-
cost low-voltage technologies are available. For this pur-
pose, an average transfer function analysis was made for 
both, the half-bridge, and the class E converter. The cir-
cuits are shown in Fig. 2 and Fig. 6, respectively. The fun-
damentals of the description of load resonant converters by 
average transfer functions can be found in [12]. The ap-
proach is based on wide-range parametric analysis includ-
ing the parameters D (duty-cycle), the normalized fre-
quency a, and the load factor Q, as defined in Eq. (1). 

Derived from a simple series resonant circuit, driven by 
a sinusoidal AC supply an average static transfer function 

L

dc

R
R

can be defined, which represents the average value of 

the static transfer function, when the parameters are 
changed within a wide range. 
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Fig. 2. Class D half-bridge converter 

It can be shown, that for specific parameter constella-
tions there is only a slight change of the static transfer 
function. Other parameter constellations lead to extreme 
changes of the static transfer function, when only changed 
slightly. Neglecting ZC , and assuming fC = ∞  and de-
fining: 
 

on res res

L

t f 1 LD ; a ; Q
T f R C

ω
= = = =

ω
 (1) 

where f is the operating frequency and fres is the series 
resonant frequency an average static transfer function for a 
half-bridge  can be derived as: 
 

2
L

dc predict

R (2D)
2 kR
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4
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π
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The results of this approach are shown in Fig. 3, Fig. 4 
and Fig. 5, where frequency and duty-cycle are the parame-
ters influencing the load power taking into account the wide 
range of change of the values of the elements RL, C, and L. 
In this approach, the capacitor CZ is neglected in lamp burn-
ing mode. For dimensioning the dimmable class-D half-
bridge converter a more exact solution has to be used. In 
case of dimming, the load factor Q, including the blocking 
capacitor C from Fig. 2 is not of interest, because Q is al-
ways within a range of l.0< Q <2.0. By neglecting the fila-
ment resistance of the lamp and assuming a large value of 
capacitor C, the following complex expression can be de-
rived [7]:  

( )
L L Z

dc
L Z L Z

L

R 0.25(1 j R C )
R j L1 j R C 1 j R C

R

+ ω
=

 ω+ ω + − ω 
 

 (4) 

 
At 100% lamp power the value of L Zj R Cω can be ne-

glected and the lamp current can be adjusted by choosing the 
inductor value L for a given minimum frequency 2 fω = π .  

For dimming, CZ has to be taken in account; it has to be 
large enough to ensure sufficient filament current at higher 
frequencies. Otherwise, the lamp could extinguish in dim-
ming mode. To prevent the lamp from overheating and 
from degrade lamp life in dimming mode, an increasing 
lamp voltage has to be considered, due to the negative in-
cremental lamp impedance [7].  
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Fig. 3.   Average transfer function of a class-D half-bridge converter         

a=1 and D=0,5 
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Fig. 4. Average transfer function of a class-D half-bridge converter         

a=1 and D=0,5 
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Fig. 5. Average transfer function of a class-D half-bridge converter         

Q=0 and a=1 

Because of the symmetrical topology of a half-bridge, 
dimming is possible by using a phase-control technique, as it 
is described in [7]. Other dimming concepts should be simi-
lar, and the filament current has to be detected in any opera-
tion mode. Future generations of integrated solutions should 
have the opportunity to calculate lamp parameters during 
operation as lamp voltage-current-curves and the filament 
resistance, to ensure a sufficient heating performance. Long-
term effects and errors due to tolerances can be partially 
handled by chip-internal adjustment and calculation. If a 
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single-transistor concept is used for integration, dimming 
should be possible as well. From the approach of an average 
transfer function for the class-E converter the characteristics 
depicted in Fig. 7 can be calculated. 

 
Fig. 6.   Class-E Converter (N. Sokal) 

 
With (1) follows for this topology 
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This ,,parametric” or ,,predictive” transfer function, here 

called average transfer function, shows only a slight depend-
ence on the load factor Q, which is not shown in the dia-
gram. A low value of Q should be chosen. The maximum 
transistor voltage will be slightly decreased, and the normal-
ized current stress of the blocking capacitor C is lower [13]. 
On the other hand, there is a higher amount of harmonics, 
compared to the half-bridge, due to the asymmetric topol-
ogy. Increasing Q means fewer harmonic at the load, but 
does not result in significant reduction of the input current 
harmonics.  

For PFC a pre-converter is recommended. As an alterna-
tive, similar AVF circuits are suitable as for the half-bridge 
(AVF=Active Valley Fill). It was shown in [14] that a good 
estimation of the real static transfer function can be found 
empirically for low Q values, when a transistor-current con-
trol is used [10]:  

 
L L

dc f

R D R
R 2 f L

⋅
=

⋅ ⋅
 (8) 

 
Equation (5) is only valid for transistor current control, 

adjusting approximately constant output power, independent 
of the input voltage. For low values fL  of the smoothing 
inductor, the input current is changing between zero and 
maximum, due to the appropriately chosen current reference 
function. For dimming it is possible to increase the fre-
quency f starting from each point of the input voltage level 
[10]. This solution -compared to the voltage-fed half-bridge- 
allows dimming concepts without regulation of the DC bus 

voltage. Even for universal input, this concept would be ap-
plicable. Unfortunately, due to the asymmetric lamp current, 
a simple phase control is not sufficient for dimming down to 
low power levels. It has to be a more complex combination 
of lamp current detection in both directions and of the tran-
sistor-current control, which will allow a high-performance 
dimming concept. Nevertheless this topology has the poten-
tial for integration because of its parameter-independent- 
behavior over a wide input voltage range, regarding resonant 
inductor L and capacitor Cr [14]. 

V. TOPOLOGIES WITH PIEZO-TRANSFORMERS 
 

Recent developments in the area of Piezo-transformers are 
very promising and make this technology attractive for new 
designs and applications. Power supplies with Piezoelectric 
Transformers (PT) allow size and cost reduction in many 
low power applications, such as CCFL backlighting invert-
ers, DC to DC converters and off-line power supplies. 
Therefore they can also be taken into consideration for the 
integration of ballasts. As an emerging technology several 
aspects have to be examined especially the suitable topology 
to be used. 

In [15]  a complete parameter analysis is provided to op-
timize both, the PT, and the converter topology, mainly for 
step-down off-line applications. The most suited topologies 
for high voltage input (85 to 260 V) are the half-bridge and 
the class-E. Typical output voltages of 1 V to 60 V, com-
bined with power levels between 1 and 100 Watts, are 
achievable with today’s PT Transoner®-type technology. 
So, the Class-E converters results to be suitable for low 
power levels, using a PT at low expense, due to the only 
required low-side driving. On the other hand the half-bridge, 
requiring an expensive high-side driver, is suited for larger 
power levels where efficiency becomes more important for 
size reduction. The input inductor of class-E, considered as a 
“bulky” component in the past, can be reduced to small 
sizes, at high input voltages. 

VI. CONCLUSION 
 

For medium requirement up to high-end systems, the half-
bridge topology is now and in the next future the most suit-
able one for the implementation in silicon. Besides the dim-
ming and safety control can easily be realized in a robust 
way. 

The results concerning piezo transformers lead to the con-
clusion that for miniaturized systems the load side can be 
equipped with a piezo transformer. This system is especially 
attractive for the substitution of conventional ballast by elec-
tronic ones as it is necessary due to the new European regu-
lations. The aspect of flatness should also be considered as 
piezo transformers allow flat miniaturized power supplies.  

One aspect not considered in this paper will become very 
important in the next time. The application of LED in auto-
motive applications is a growing one, so it can be expected 
that the importance of LEDs in general lightning applica-
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tions will grow in the near future. Here piezo transformers 
are a very attractive solution due to their EMI characteris-
tics, their high efficiency and their size.  
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TABLE 1: ADVANTAGES (+) AND DISADVANTAGES (-) OF TOPOLOGIES AND TECHNOLOGIES 
 

Topology 

Power Stage (Lamp) PFC Stage (Pre-Converter) 

 

Half-Bridge Single- 
Transistor

Boost- 
Converter 

Single-Stage 
Ballast (AVF)

Power 
Transistors 

2 n-channel 
Mosfets

1 n-+ 1 p- 
chan. Mosfet

IGBT, 
or BIMOS

1 n-channel 
Mosfet

- 

Blocking Voltage
f o r  a n  i n p u t
o f  2 3 0 V  A C  

500 ... 650 V 500 ... 650 V 1200 ... 1600V 500 ... 650 V - 

Driver - I C  High-Side 
and Low-Side 

Low-Side Low-Side Low-Side - 

- Low-scaled 
High-side 
+ Single-chip 

Technology of 
Driver- IC 
+ and - 

- Chip-by-chip 
solution 
+ High-scaled 
Low-side (2 chips) 

- combination 
with Boost 
Converter not 
simple 
+ Only one 
Low-side chip 

+ Only one 
Low-side chip 

+ Only one 
Low-side chip 

- 

Ballast 
Features 
+ and - 

 - additional 
losses at 
p-channel 
Transistor 

- additional 
losses at 
transistor 
+ wide input 
voltage range 

+ PFC - no advanced 
dimming 
+ PFC 

Passive 
Components 
+ and - 

  - larger 
inductor size 
- larger 
voltage stress 

 - advanced line 
filter 
- additional 
inductor and 
capacitors 

 
TABLE 2: COMPARISON OF CONTROL STRATEGIES FOR DIMMING BALLASTS  

Half-Bridge Single-Transistor  

Phase-Control Additional Frequency-Control and 
Voltage-Control possible 

Frequency- 
Control 

Dimming 
Performance 

Optimum up to 
approx. 1 % 

Optimum up to 
approx. 1 % 

Possibly up to 
approx. 1 % 

Optimum up to 
approx.. 10 

Control IC  
Concept 

Analog High- 
Side and Low- 
Side, 1.0 to 5.0 
µm Technology 

Digital High- 
Side and Low- 
Side, 0.25 to 0.8 
µm Technology 

Digital Low- 
Side, 0.25 to 0.8 
µm Technology 

Analog Low- 
Side, 1.0 to 5.0 
µm Technology 

External 
Trimming 

Medium 
Number of 
Components 

Low Number of 
Components 

Low Number of 
Components 

Low Number of 
Components 
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Abstract— The performance of an active power filter (APF) 

depends on the inverter characteristics, applied control method, 
and the accuracy of the reference signal generator. The 
accuracy of the reference generator is the most critical item in 
determining the performance of active power filters. This paper 
introduces an efficient reference signal generator composed of 
an improved adaptive predictive filter. The performance of the 
proposed reference signal generator was first verified through a 
simulation with MATLAB. Furthermore, the application of 
feasibility was evaluated through experimenting with a 
single-phase APF prototype based on the proposed reference 
generator, which was implemented using the TMS320C31 
floating-point signal processor. Both simulations and 
experimental results confirm that our reference signal 
generator can be used successfully in practical active power 
filters. 

I. INTRODUCTION 
Harmonic current generated in the non-linear load is a 

remarkable issue, as more power electronic equipment have 
come into wide use in offices and factories. The distortion of 
terminal voltage in the power system due to the harmonic 
current brings about over-heating and vibration problems of 
power devices connected to the power system. Thus, the 
harmonic current causes degradation of power devices and 
faults in the power system [1]. 

An active power filter is a power electronic device used to 
effectively eliminate the harmonic current generated by 
non-linear loads. The operational principle of the active 
power filter is to inject a harmonic current with the same 
magnitude and a 180-degree phase shift in parallel with the 
load, so that the source can supply the fundamental 
component of a load current only. The performance of an 
active power filter depends on the extraction method for the 
current reference signal, the control method for the harmonic 
current, and the dynamic characteristic of the related inverter 
[2]. A comprehensive review of active power filters is 
available in reference [7]. 

One method in extracting the current reference signal from 
the load current is to make the load current pass through a 
notch filter. Another method is to obtain the reference signal 
by means of the instantaneous power theory through the 
rotational coordinate transform. The weak point in using the 
notch filter is the inherent phase shift. This phase shift can 
bring about an enormous performance degradation of the 
active power filter. In the case that the instantaneous power 

theory is used, it is required to detect the load current, source 
voltage, and injecting current from the active power filter, as 
well as perform the complicated coordinate transform. Also, 
this method requires a lowpass filter to remove the 
fundamental component from the transformed load current 
[4], [6]. 

The adaptive predictive filter under consideration was first 
introduced by Väliviita and Ovaska for generating the current 
reference signal without a phase shift for the active power 
filter application in 1998 [5]. Their paper proposes a 
multi-stage reference signal generator composed of a fixed 
pre-filter, adaptive predictive filter, peak detector, and a 
Lagrange interpolator. It also demonstrates the performance 
of the proposed scheme that was evaluated through computer 
simulations with MATLAB. However, it only deals with the 
performance of the reference signal generator based on 
simulation results within a short time period of 2 seconds. 
Moreover, it does not present any experimental performance 
analysis of an active power filter (prototype) using the 
proposed reference signal generator. 

In order to evaluate the feasibility of the above reference 
signal generator, the present authors verified its performance 
using the TMS320C31 digital signal processor and C 
programming language. According to our verification results, 
the reference signal extracted from the load current using the 
proposed reference signal generator has practically no 
distortion up to 2 or 3 seconds. However, it has severe 
harmonic distortion after a lapse of 20 seconds. Consequently, 
it is verified that the proposed reference signal generator 
cannot be applicable for any active power filter as it is. The 
principal reason for this unexpected behavior is the common 
weight-drift problem of the standard LMS algorithm [8]. 

To fix the undesired behavior of the original reference 
generator [5], the present authors modified the algorithm 
block of the adaptive predictive filter in the reference signal 
generator and added an algorithm block of magnitude 
correction. The performance of an improved reference signal 
generator was first analyzed by means of a simulation with 
MATLAB. Moreover, it was verified by implementing an 
algorithm programmed by C language in the TMS320C31 
DSP. In order to evaluate the feasibility of practical 
application, hardware models of the entire active power filter 
and a single-phase diode rectifier were built and connected 
together for experimental analyses. 
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II. ACTIVE POWER FILTER 
The basic function of active power filters is to attenuate the 

harmonic components of the load current supplied to the 
non-linear load. The operational principle and system 
configuration of the active power filter was proposed first by 
Gyugyi and Strycula in 1976 [1]. Furthermore, a 
comprehensive study was performed by Akagi et. al. in 
reference [2]. Such an active power filter can be connected to 
the load in parallel or in series, but typically, it is connected in 
parallel as shown in Fig. 1. 

The active power filter provides a current of the opposite 
magnitude and the same phase angle with the harmonic 
components of a load current. Therefore, in accordance with 
Kirchhoff’s current law, the source current contains only the 
fundamental component. In order to implement the active 
power filter, a processor measures the load current and 
extracts the fundamental component for constructing the 
reference signal. So, the reference signal  can be 
represented as: 

*
Fi

1
*

LLF iii −=      (1) 

where  is the load current distorted by the nonlinear load 

and  is the fundamental component of the load current. 

The reference current  is used to generate the inverter 
switching pulses, so that the inverter output current follows 
it. 

Li

1Li
*
Fi

The reference generation described in Eq. (1) is 
theoretically simple. But the more difficult issue is how to 
obtain the harmonic components from the distorted load 
current by eliminating the fundamental component. A notch 
filter was first proposed for this purpose. Notch filters can 
extract the harmonic components from the distorted load 
current, but they introduce a harmful phase shift to the 
harmonic components. In order to solve the phase shift 
problem, the instantaneous power method was proposed for 
the three-phase non-linear load, in which the three-phase load 
current is measured and converted by the rotational 
dq-transform. The transformed value is passed through a 
lowpass filter to extract the fundamental component and 
finally to obtain the harmonic components as a current 

reference signal. The disadvantage of this method is that it 
requires a large number of sensors for input measurements 
and complicated computations for coordinate transform. 

III. ORIGINAL CURRENT REFERENCE GENERATOR 
Figure 2 shows a data flow diagram of the reference signal 

generator, which was proposed in reference [5]. The 
reference signal generator consists of the peak detector, 
prefilter, adaptive predictive filter, and the Lagrange 
interpolator. 

Fig. 1 Parallel-type active power filter 

 
Fig. 2 Original reference signal generator [5] 

The input signal is first normalized in order to mitigate the 
difficulty of processing the adaptation algorithm. 
Normalization is implemented by dividing the input signal by 
its estimated peak value. After passing through the adaptive 
predictive filter, the signal is de-normalized by multiplying 
the output signal by the peak value again. The normalized 
signal is filtered through a lowpass filter to eliminate 
undesired frequency components. If the original distorted 
signal were applied directly to the adaptive predictive filter, it 
would disturb the adaptation process, because the LMS 
algorithm is sensitive to all correlating signal components. 

The applied prefilter was a fifth-order Chebyshev type II 
infinite impulse response (IIR) filter whose passband cut-off 
frequency and stopband ripple are 0.17  and 10 dB, 
respectively. Since the sampling rate of the prefilter is 1.67 
kHz, the passband cut-off frequency is 142 Hz. Thus, the 5

π

th, 
7th, and higher order harmonics are attenuated trough the 
prefilter. Also, the phase shift, which results from passing 
through the prefilter, is compensated through the adaptive 
predictive filter. 

The sampling rate of 1.67 kHz is rather slow in application 
for the pulse-width modulation (PWM) switching of the 
inverter in the active power filter. Therefore, it is required 
that the sampling frequency be increased by up to 10 kHz to 
reduce the harmonics generated by sampling. A second-order 
Lagrange interpolator was applied for this up-sampling. 

A. Adaptive Predictive Filter 
The adaptive predictive filter must predict one step ahead 

in order to allow interpolation for sampling up to 10 kHz. The 
adaptive predictive filter processes the signal from the 
prefilter after delaying it by one step as illustrated in Fig. 3. 
Basically, the adaptive predictive filter behaves as a 
one-step-ahead predictor. 

The predictive filter is a finite impulse response (FIR) 
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filter. Such a filter should converge to predict the dominating 
(fundamental) sinusoidal component only. The adaptation of 
the FIR filter is realized by means of the Widrow-Hoff LMS 
algorithm for filter coefficient adaptation. Below is the 
formula for adapting the filter coefficients: 

)1()(2)()1( −+=+ nUnenHnH µ      (2) 
The output error related to the coefficient adaptation is 

defined below: 
)1()()()( −−= nUnHnxne T

         (3) 

where,  and TNhhnH )]1(,),0([)( −⋅⋅⋅=
TNnununU )](,),1([)1( −⋅⋅⋅−=− are the filter coefficient 

vector and the data vector in the FIR window, respectively, 
and N is the length of the FIR filter. 

The adaptation gain factor µ  in Eq. (2) is selected to be 
small enough to guarantee the stability of the LMS algorithm. 
The choice of µ  is always a trade-off between the 
adaptation rate and the overall stability of the system. In this 
study, µ =0.002 (with N=22) is selected as an appropriate 
compromise. 

Finally, the output of the adaptive predictive filter )(ny  
is calculated as: 

)()()( nUnHny T=          (4) 

B.  Interpolator 
The output of the predictor is sampled at a rate of 1.67 kHz. 

However, the time resolution can be improved to any 
reasonable value by up-sampling and interpolation. The 
interpolation rate is mainly determined considering the 
available software and hardware resources. On the other hand, 
the switching frequency of the active power filters is 
typically from a few kHz up to 10 kHz. 

A general-purpose approach for interpolation is 
considered, which is a second-order Lagrange interpolator. 
The advantage of this interpolator is its computational 
simplicity and low output distortion. Such an interpolator can 
be conveniently implemented with a poly-phase structure for 
interpolation by a factor of six. 

The interpolator is composed of six poly-phase filters 
operating on the de-normalized samples , )(ny )1( −ny , 

, which come from the adaptive predictive filter. 
For each new input sample, the output side collects one 
sample from each of the six poly-phase filters. The 

coefficients of the poly-phase filters, 

)2( −ny

{ }5,...,2,1,0,)( ∈inp i , are given below [5]: 
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Finally, the output signal  of the interpolator is 
obtained as: 

)(mv

)()()( nYnpmv i=         (6) 

where, [ ]TnynynynY )2(),1(),()( −−= is the data 
vector in the filter window. The poly-phase filter index i  
rotates at a rate of 10 kHz after the division of m , 
because the output time index  increments six times faster 
than the input time index . 

n/
m

n
 

C.  Peak Detector 
The variation of the current magnitude may cause 

instability of the adaptive predictive filter. Therefore, the 
input signal is normalized to make the peak amplitude 
approximately one. This is simply done by dividing the input 
signal with the estimated peak amplitude. The peak detector 
is realized by choosing the maximum value of the input 
samples during a one half period of the fundamental 
frequency. If 1.67 kHz is used as a sampling frequency, 22 
samples are needed to be stored in the 60 Hz power system 
for peak value estimation. 

Fig. 3 Adaptive predictive filter 
IV. IMPROVED REFERENCE GENERATOR 

The reference signal generator discussed in the previous 
section brings about severe distortion in the output after an 
elapse of about 20 seconds. This is due to the weight-drift 
problem of the coefficient vector . Such a drifting 
problem is common when the standard LMS algorithm is 
used in environments that do not satisfy a certain persistence 
of excitation condition [8]. In order to remove the drift 
phenomenon, the present authors propose a modified 
reference signal generator as shown in Fig. 4.  

)(nH

The output interpolator of the proposed reference signal 

Fig. 4 Improved reference signal generator 
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generator is the same as that of the reference signal generator 
explained in the previous section. Other components are 
modified as discussed below in order to solve the severe 
operational problem. 

A. Peak Detector 
The function of the peak detector is to mitigate the 

harmonic distortion that is the same as that of the peak 
detector in the original reference signal generator. The peak 
detector in the original reference signal generator operates at 
a sampling rate of 1.67 kHz, which can be disturbed by 
harmonics with higher frequency than 835 Hz. Consequently, 
it affects the output stability of the adaptive predictive filter. 
In order to minimize this effect, the input signal is filtered 
through a lowpass filter with a 180 Hz cut-off frequency. 

B.  Prefilter 
The fifth order Chebyshev II IIR filter was originally used 

as a prefilter to extract the fundamental component from the 
input signal. This prefilter has advantages such as a good 
skirt characteristic and a small phase shift. Nevertheless, its 
disadvantage is related to aliasing, which disturbs the 
operation of the adaptive predictive filter, because the 
harmonics with higher frequency than 835 Hz still exist after 
passing through the prefilter. In the following study, a fifth 
order Butterworth IIR filter is used instead of the earlier 
Chebyshev II filter, which is insensitive to the aliasing 
phenomenon, although it has better phase and skirt 
characteristics. 

C.  Adaptive Predictive Filter 
In order to eliminate the harmful drift of the adaptive filter 

coefficients, Eq. (2) is modified as the following equation, 
considering a leakage factor [8]: 

)1()(2)()1( −+⋅=+ nUnenHnH µδ        (7) 
The error calculation is the same as in Eq. (3). The 

coefficient vector , data vector )(nH )1( −nU , and 
adaptation gain µ  are taken the same as in the above 
discussion. The output is determined by the FIR filter, which 
is illustrated in Eq. (4). 

Fig. 5 shows the total harmonic distortion (THD) of the 
calculated output of the predictive adaptive filter with respect 
to the leakage factor, when it is changed from 0.5 to 0.999. 
The optimal leakage factor was determined as δ =0.999, so 
that the THD of the calculated output of the predictive 
adaptive filter is at the minimum and no coefficient drifting 
exists. A similar leakage factor was also used by Nishida et al. 
in their active power filter implementation [9] . 

When the leakage factor is used, the filter coefficient 
vector  is improved to avoid drifting. But the 
magnitude response characteristics of the adaptive predictive 
filter bring about losses in the important frequency band. In 
order to compensate for these losses, the magnitude of the 
fundamental component should be corrected. 

)(nH

 

 
Fig. 5 Output signal THD with respect to leakage factor 

D.  Fundamental Component Compensation 
The magnitude attenuation of the fundamental component 

due to considering the leakage factor in the adaptive 
predictive filter is compensated by means of a scaling factor 
(SF) to adjust the output amplitude. The attenuation of the 
fundamental component is first detected through measuring 
the orthogonal component losses of the FIR filter. In order to 
implement such a compensation scheme, two orthogonal 
sinusoidal signals with a magnitude of unity are passed 
through the FIR filter, as represented in Eq. (8). The two 
orthogonal signals are defined as two vectors on the 
orthogonal coordinates, whose vector sum has a magnitude 
of unity. SF is obtained by taking the inverse of the 
magnitude of the vector sum for the two components, and 
multiplying it to the output of the predictive adaptive filter for 
appropriate de-normalization.  

 )sin()( ntnds ⋅∆= ω   )cos()( ntnqs ⋅∆= ω      (8) 

V. PERFORMANCE VERIFICATION 
For the purpose of performance comparisons before and 

after the improvement of the reference signal generator, the 
steady state of the waveform and its frequency response was 
analyzed in detail using MATLAB simulations. It is assumed 
that a steady state begins after about 20 seconds, as 

experience from the simula
Table I shows the existin

magnitudes in the test inpu
in Fig. 6 (a). Using this sig
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signal generator, the performance comparison was performed 
through the evaluation of the fundamental component, 
obtained from the simulation after 20 seconds. 

Figures 6 (b) and (c) show the extracted fundamental 
component and the magnitude response of the entire filter, 
when the input signal is passed through the reference signal 
generator before improvement. The simulation results 
indicate that the harmonics level is very low as shown in Figs. 
6 (b) and (c), after one second of simulation. So, the reference 
signal generator seems to work well. 

The graphs in Fig. 7 show the fundamental component and 
the magnitude response of the entire filter when the 
simulation was performed for 20 seconds. Now, the extracted 
fundamental component has severe distortion, which means 
that the reference signal generator no longer works. This 
result can be distinguished clearly in the frequency response 
of the entire filter (Fig. 7 (b)); there is a considerable 
gain-peak of 3.5 at the fifth harmonic. 

The disturbing gain-peak builds up, because the reference 

signal of the original adaptive filter is taken before the 
lowpass-type prefilter (see Fig. 2).  

 
 

 
Fig. 7 Simulation results of the original reference signal generator at 20 
seconds: (a) Output waveform, (b) Magnitude response of the entire filter 

 
 

 
 

 
Fig. 6 Simulation results of the original reference signal generator at 1 
second: (a) Output waveform, (b) Extracted fundamental component, (c) 
Magnitude response of the entire filter 

 
 

 
Fig. 8 Simulation results of the improved reference signal generator at 20 
seconds: (a) Output signal waveform, (b) Magnitude response of the entire 
filter 

Although the harmonic frequencies are attenuated through 
this prefilter, the cascaded adaptive predictive filter restores 
the correlating signal components—even the attenuated 
harmonics. Restoration of harmonics, however, takes longer 
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than restoration of the fundamental frequency (compare Figs. 
6 (c) and 7 (b)), because the fundamental sinusoid has 
considerably higher amplitude. Eventually, all the harmonic 
components would be restored, if the predictive filter only 
had enough degrees of freedom available. This undesired 
phenomenon can be effectively prevented by using a leaky 
LMS algorithm instead of the basic LMS algorithm. 

The graphs in Fig. 8 show the extracted fundamental 
component and the magnitude response of the entire filter 
when the input signal is passed through the improved 
reference signal generator.  

The simulation was performed again for 20 seconds for the 
purpose of fair comparison. Here, the simulation results 
indicate that the level of output for the harmonics is 

extremely low as shown in
This result can also be
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power filter is implemented with a dead-beat algorithm [9] on 
the DSP. 
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Fig. 9 Step-change response of the improved adaptive predictive filter:    

(a) 20% step increase         (b) 20% step decrease                                  
(c) 40% step increase         (d) 40% step decrease 

 The dead-beat control, which is a method used to obtain a 

 
Fig. 10 Configuration of the experimental set-up 
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dead-beat response, has been applied for the current control 
of active power filters since the early 1990’s [3]. The 
dead-beat control requires knowledge of the input parameters, 
such as the line voltage, coupling reactor inductance, present 
inverter output current, and the reference current value. The 
control delay is an intrinsic disadvantage of this method. In 
order to reduce the harmful delay, this paper uses a scheme to 
compensate for the error of n-th and (n–1)-th points 

simultaneously by means of predicting the error at n-th point 
with the output at (n – 1)-th point. 

Experimental work is performed in accordance with two 
analysis conditions; when the load is in a steady state and in a 
transition state. Figure 11 shows the experimental result 
illustrating the operation of the proposed reference signal 
generator. Figures 11 (a), (b) and (c) show the load current, 
fundamental component, and harmonic components of the 
proposed reference signal generator. It is clear that the 
reference signal generator proposed can generate a 
satisfactory harmonic reference signal for the active power 
filter. 

Figure 12 shows the experimental result illustrating the 
operation of the active power filter using the proposed 
reference signal generator and the dead-beat controller. 
Figures 12 (a), (b) and (c) show the compensated current in 
the source, the compensating current from the active power 
filter, and the load current. The THD (total harmonic 
distortion) of compensated current is about 5.93%, while the 
THD of load current is 25.3%. 

The active power filter using the proposed reference signal 
generator and the dead-beat controller can compensate the 
harmonics due to the non-linear load, although there exists 
some transients in the source current. These transients 
occurred at the instant of step rising in the load-side input 
current, because the step rising is too steep to make the 
control follow. The steepness of the load current can be 
mitigated in reducing the inductance of the dc reactor. 

Fig. 12 Experimental results II with the improved reference signal 
generator: (a) Compensated current, (b) Compensating current, (c) Load 
current 

In general, the load changes as time elapses. So, it is very 
important to check that the proposed reference signal 
generator operates in a stable manner with sudden load 
changes. Figure 13 shows the experimental result when the 
load has a step increase of 20 % and a step decrease of 20 %. 
Figure 13 (a) shows the compensated current in the source 
side and the fundamental component of the reference signal 
generator when the load has a 20 % step increase, while Fig. 
13 (b) shows the compensated current in the source side and 
the fundamental component of the reference signal generator 
when the load has a 20 % step decrease. As expected, the 
proposed reference signal generator operates properly 
without severe transients at the instants of step load change. 

TABLE III 
HARMONIC COMPONENTS OF TEST OUTPUT SIGNAL 

 
Source 

Input voltage 110 V, 60 Hz 

Inverter 
Filter Lf 6 mH 
Filter Cf 20 µF 
Filter Rf 5 Ω 

DC capacitor 2200 µF 
RL load 

R (variable) 20 Ω  16.6 Ω 
16.6 Ω  20 Ω 

L 50 mH 
 

(a) 

(b) 

Fig. 13 Compensated current and fundamental component using the 
improved reference signal generator: (a) Step-increase of load, (b) 
Step-decrease of load 

Fig. 11 Experimental results I with the improved reference signal generator: 
(4A/div) (a) Load current , (b) Fundamental current, (c) Harmonic reference 
current 
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VII. CONCLUSION 
This paper described an improved reference signal 

generator based on the adaptive predictive filter for the active 
power filter. The introduced reference signal generator has a 
modified adaptive predictive filter to eliminate the 
weight-drift phenomenon by introducing the leakage factor. 
The magnitude loss of the fundamental component due to the 
introduction of the leakage factor in the predictive adaptive 
filter is compensated with rescaling the output signal of the 
adaptive predictive filter. 

The performance of the proposed reference signal 
generator was verified first through simulations with 
MATLAB. The application feasibility was evaluated by 
experimenting with a single-phase active power filter 
prototype based on the proposed reference generator, which 
was implemented using the TMS320C31 DSP. Both 
simulations and experimental results confirm that the 
proposed reference signal generator can be used successfully 
for active power filters. 
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Abstract— In this paper a sensorless control strategy for
a voltage oriented controlled (VOC) three phase pulsewidth
modulated (PWM) power supply rectifier is presented. This
control method requires neither the measured AC-line voltages
nor any accurate circuit parameters for estimation purposes.
Furthermore there is no need for additional test signals. There
are no additional hardware requirements with respect to the
standard drive inverters available in the market which usually are
not equipped with AC-side voltage sensors. This approach makes
use of the slow varying AC-line voltage - the sample frequency
of the inverter is at least ten times higher. The principle of the
proposed method is explained, and its effectiveness is proved
experimentally. The influence of the system parameter variations
(e. g. line inductance) and disturbances in supply voltage on the
control behavior is investigated.

I. I NTRODUCTION

In the last years voltage controlled pulsewidth modulation
(PWM) rectifiers, providing almost unity power factor as well
as sinusoidal AC input currents have been widely investigated
with respect to harder restriction in the European market
for the harmonic current contents. Therefore pulsewidth mo-
dulation converters are applied to applications that require
less harmonic currents and/or energy recovery, e.g. in drive
applications where the amount of regenerating energy demands
to use 4-quadrant-operation The input line current is controlled
by adjusting the AC side voltage of the bridge circuits. Unity
power factor can be obtained by aligning the AC-line currents
with the AC-supply voltage.

The conventional control technique for PWM converters
measures the AC-line supply voltage and generates a rotating
dq-reference frame in which all AC-quantities become DC-
values [1],[2] in stationary state. This offers the well-known
advantages of field or voltage oriented control for PWM
rectifier and the two-phasedq-theory. The underlying PWM
pattern is usually generated by a suboscillation method or
space vector PWM method transforming the voltage reference
values to pulsewidth modulated signals. Each pulse pattern
is necessarily synchronized with control algorithm, the pulses
themselves are not. So it is important to realize that there is not
always access to each pulse data especially if the PWM unit
is outside the controller. Therefore sensorless strategy relying
on the exploration of the switching harmonics suffers under
the lack of information about the instantaneous pulses. The
aim was to develop an algorithm which gets rid of the pulse
pattern information in each control cycle which focused the
view to harmonics spectra lower then the switching frequency.

Generally drive converters are equipped with two sensors.
The AC-side line currents sensors are needed for control and
short circuit protection whereas the DC-link serves for over-
and under-voltage protection and output voltage information.

There is no direct access to the AC-side line voltage by sensors
and therefore no direct voltage orientated control (DVOC) is
possible using these converters. An alternative control strategy
is the indirect voltage oriented control (IVOC), which is
directly related to the indirect field oriented control. In drive
application this control strategy is wide spread and known as
a reliable solution. Nevertheless it requires the estimation of
the grid voltage – if the norm of the voltage vector is not
required, at least the angle of the grid voltage is needed.
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Fig. 1. 3-phase sensorless PWM input rectifier

This paper presents a sensorless control strategy for PWM
rectifier and the estimation method of the gird voltage capable
to reach unity power factor and insensitivity against parameter
variations like inductance saturation interconnecting the grid
voltage and output voltage of the converter. It shows also
behavior of the proposed method, when there are disturbances
of the supply voltage. The control method is applicable to
PWM drive converters without hardware changes whether
they use space vector modulation method or hysteresis based
modulations.

II. V OLTAGE ORIENTED CONTROL

Space vector notation of PWM rectifier electrical circuit
supports a clear understanding of the physical quantities an
components and their behavior.
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Fig. 2. Model of the PWM rectifier system

The line current vectoris is controlled by the converter and
is directly related to the voltage drop across the inductancel̂s.
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Fig. 3. Sensorless Voltage Oriented Control

The inductance is necessary to reduce the high harmonic
switching content in the current caused by the switching of
the rectifier and to decouple the supply voltage from the
converter output voltage. The inductance voltageûls

is equal
to the difference between the grid voltagêugrid and the
converter voltageu∗

conv. All values are vectors in space vector
notation [3]. Estimated values are marked with a hat.̂

The control scheme is visualized in figure 3. Transformation
in rotatingdq voltage oriented reference frame is done using
an estimated voltage angle. For high frequency analysis the
resistive voltage drop can be neglected leading to a simplified
model. Only the inductance restricts the high harmonic cur-
rents. The later explained sensorless method takes advantage
from this fact due to less required calculations.

Using conventional voltage oriented control all quantities
are referred to a synchronous reference frame aligned with
the supply voltage. Therefore the control scheme is based
on coordinate transformation between stationaryαβ- and
synchronousdq-reference system.

In the dq reference frame, the AC-line current vector is
divided into rectangular components. The componentiq de-
termines the reactive power whereasid determines the active
power flow. If iq is controlled to zero the minimum current
for a given reactive power is ensured and the power factor is
one.
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Fig. 4. Coordinate transformation from fixedαβ to rotatingdq reference
frame

As in steady state the stator voltage can normally be con-
sidered sinusoidal, the voltage and flux orientation becomes

equivalent except to90◦ phase shift. This encouraged to
consider the grid as a machine and apply the well-known
principle of field orientation. This leads to the same simple and
reliable principle as in revolving field machines. The equations
for the PWM rectifier system in thedq reference frame are:

ud = ls
did
dt

+ ud,conv − ωs · ls · iq (1)

0 = ls
diq
dt

+ uq,conv + ωs · ls · id

Usually the line voltages must be measured for calculation
of the voltage angle necessary for coordinate transformation.
To reduce costs of the system, there is a possibility to estimate
the line voltage. The estimated voltage is used to calculate
a voltage angle. Coordinate transformation from fixedαβ
coordinates to rotatingdq reference frame is done using the
estimated voltage angle.

III. G RID VOLTAGE ESTIMATION BY PHASE TRACKING

Based on the PWM rectifier system model, the grid voltage
estimation is proposed to be a phase tracking method. The cur-
rentis passing inductancêls causing a voltagêuls . Neglecting
resistive voltage drop the voltagêuls can be calculated as:

ûls,α = l̂
diα
dt

(2)

ûls,β = l̂
diβ
dt

while estimated grid voltagêugrid is represented by equ-
ations:

ûgrid,α = ûls,α + u∗conv,α (3)

ûgrid,β = ûls,β + u∗conv,β

If value of the inductancêls is set correctly, the estima-
tion error will be small during the following sample period
(figure 5).
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Fig. 5. Grid voltage estimation through phase tracking

As the currents depend on the voltage difference, any current
variation results in voltages over the inductance; this voltage
is considered when calculating the next sample period. This
scheme tracks continuously the real voltage vector.

When the inductance value is estimated lower than the
real inductance value, the system will still find and detect
the voltage vector, but the dynamic response will decrease.
This can be explained by the dynamic transfer function of the
tracking method.

Equation 4 shows, that the dynamic response of the phase
tracking estimation method decreases with increasing factor
k, while k is the relation between the real and estimated
inductancels/l̂s.

ûgrid =
ugrid

Tsks + 1
(4)

For the smallest possible factork = 1 the fastest step response
can be expected. Faster responses (k < 1) lead to instability
of the estimation scheme.

IV. EXPERIMENTAL RESULTS

The system parameters used in the laboratory set-up are:

TABLE I

LABORATORY SET-UP PARAMETERS

Nominal line voltage 230Vrms

Nominal line current 7Arms

Grid filter inductancels 3.5mH

Grid filter resistancers 50mΩ

DC-Link capacitorC 750µF

Nominal DC-Link voltageUDC 750V

Switching frequencyf 4kHz

Figure 6 shows the measuredδ and the estimated̂δ voltage
angles and an error (in radians) between measured and estima-
ted angle. The shift between the estimation and measurement
is caused by the estimated voltage filter and is constant during
operation.
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Fig. 6. Measuredδ and estimated̂δ angle, and error between them

A. Grid inductance value mismatch

Figure 7 shows the results while there is a parameter
mismatch in the inductancels. Using greater grid inductance
decreases the input current ripple (software parameters are
unchanged).
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Fig. 7. Influence of the grid inductance on the sensorless control system

The voltage angle is estimated correctly even while there
are wrong inductance parameters. As discussed before the
estimated inductance only influences the dynamic behavior and
not the steady state estimation.

B. Supply voltage distortions

The next tests show the behavior of the ”phase tracking”
control scheme when there are disturbances in the grid voltage.
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The investigations took place concerning the following grid
voltage distortions:

1. Unbalanced grid voltage
2. Over-voltage
3. Under-voltage (voltage sags)

1) Unbalanced grid voltage:In this test a change in the
amplitude of the grid voltage in one of the phases was made.
The degree of grid voltage unbalance is defined as:

u =
en

ep
, (5)

where:

• en is the negative sequence grid voltage vector
• ep is the positive sequence grid voltage vector

Usually in the grid the voltage unbalance should not exceed
3%. The tests presented in this paper were conducted with
voltage unbalance of 2% and 6%.

Figure 8 shows the line currents [in stationary reference
frame (αβ)], estimatedδ̂ and measuredδ grid voltage angle
by the 2% unbalanced grid voltage. There is a low-pass filter
of the estimated supply voltage, which leads to the offset
between measured and estimated angle, but it is constant
during operation.
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Fig. 8. Line currents (αβ) and supply voltage vector angle by 2% unbalanced
grid voltage

Figure 9 shows the same situation, but by 6% unbalanced
grid voltage. It is shown, that there are more line currents
higher harmonics when the measured grid voltage angle is
used. Using the estimated angle lower harmonic content of
the line currents can be provided.
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Fig. 9. Line currents (αβ) and supply voltage vector angle by 6% unbalanced
grid voltage

The grid voltage angle is estimated almost correctly in
both cases. The difference between estimated and measured
voltage angle is caused by the low-pass filter on the estimated
supply voltage. The oscillations of the voltage angle lead to the
slightly higher harmonics in the input current, but the operation
of ”phase tracking” control works fine.

Note: the estimated angle in figure 8(b) and 9(b) is calcula-
ted parallel to the measured angle. The currents in figure 8 are
sampled, that is why there is no switching frequency harmonic
content seen.

2) Over-voltage: In the laboratory the over-voltage was
simulated using an auto-transformer. It was possible to achieve
about 10% higher supply voltage than nominal value. The
tested voltage amplitude value was set to250Vrms. Using equ-
ation 6 the lowest possible DC-Link voltage can be calculated.

UDC ≥ 2
√

2
m
√

3
· uLL + uls (6)

UDC ≥ 2
√

2
m
√

3
· uLL + iLXL

where:

a) ULL is the line-line voltage (in the test432.5V )
b) uls is the voltage drop on the input filter inductance
c) m is the modulation index (1 by sinusoidal PWM,1.154

by Space Vector Modulation)

The proposed sensorless control of the PWM rectifier was
working correctly and stable under over-voltage condition.
Line currents could be controlled to flow in both directions
(from the grid into the rectifier and from the rectifier into the
grid).

Figure 10 presents the line currents and estimated and
measured voltage angles. The harmonics content of current
is high during the test. Current ripple can be reduced using
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higher input filter inductance or higher DC-Link voltage. Care
must be taken when increasing the filter inductance. Low
inductance will lead to high current ripple. High value will
give a low current ripple, but will reduce operation range of the
rectifier. To control the input current the voltage drop over this
inductance is used. But maximal value is limited by the DC-
Link voltage and modulation strategy. Consequently, a high
current (high power) through the inductance requires either a
high DC-link voltage or a low inductance (low impedance).
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Fig. 10. Line currents (αβ) and supply voltage vector angle by 10% over-
voltage

3) Under-voltage (voltage sags):Voltage sags are the com-
mon disturbances in real applications. In the laboratory the
under-voltage test was conducted. The supply voltage was
reduced to65% of nominal voltage. The estimated voltage
angle was not distorted by the voltage sag and the system was
working stable. It was possible to control the line currents in
both directions (from the grid into the rectifier and from the
rectifier into the grid). The DC-Link voltage was kept constant
equal to the reference value of750V .

Results presented in figure 11 show, that the estimated angle
is equal to the measured one. The currents are sinusoidal with
low ripple due to the high DC-Link voltage (see section IV-
B.2).
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Fig. 11. Line currents (αβ) and supply voltage vector angle by 65% under-
voltage

V. CONCLUSION

In this paper a ”phase tracking” voltage estimation method
is presented. The experimental tests show the advantages
of the proposed phase tracking method. The influence of
system parameter variations (grid inductancels value) on the
phase tracking method is also tested. The proposed estimation
method showed a good robustness against parameter varia-
tions. It proved to be simple and very cheap. The method
was also tested in cases where there are distortions in the
supply voltage. The results achieved show, that the sensorless
controlled rectifier reacts in almost the same way to tested
disturbances as standard PWM rectifier with sensors. There are
cases where the sensorless control is superior to the one with
sensors. Using the estimated grid voltage the current can be
sinusoidal with lower harmonic content as by the conventional
control method.
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Abstract - This paper discusses the control of the
compensation voltages in dynamic voltage restorers (DVR). On
analyzing the power circuit of a DVR system, control limitations
and control targets are presented for the compensation voltage
control. Based on the preceded power stage analysis, a novel
controller for the compensation voltages in DVRs is proposed by
feed forward and state feedback control scheme. This paper also
discusses the time delay problems in the control system of DVRs.
Digital control systems normally have control delay from the
sampling period, the switching frequency of an inverter, and the
sensor transmission time. The control delay increases the
dimension of the system transfer function one grade higher,
which makes the control system more unstable. This paper
analyzes the relation among the control delay, closed loop
damping factor, and the output filter parameters of DVR
inverters. Based on the control system analysis, design
guidelines are proposed for the output filter parameters and the
inverter switching frequency of DVRs. The proposed theory is
verified by an experimental DVR system with a full digital
controller.

I. INTRODUCTION

 Dynamic Voltage Restorers (DVR) are good candidates
for compensating the voltage quality problems that come from
voltage sags and swells. The control system for DVRs can be
classified into two parts as shown in Fig. 1; first, determining
the reference compensation voltages, second, regulating the
output compensation voltages.

On determining the reference compensation voltages,
whole situation of three phase voltages has to be considered.
Typically d-q-o transformation has been widely used in
determining the refernce compensation voltages [1][2]. A
novel control algorithm has been proposed in determining the
reference compensation voltage by use of PQR power theory
[3].
The operation of DVRs is similar to that of active power
filters (APF) in that both compensators must respond very fast
on the request from abruptly changing reference signals. In
case of current compensation in APFs, filter inductors and
inverters are main components. The current in the filter
inductor is controlled by switching the inverter in APFs.
Three kinds of current control method have been compared in
APFs; hysteresis control, ramp control, and deadbeat control.
Hysteresis control method has best performances in APFs but
has difficulty in implementing by digital controllers. In case
of digital control applications, ramp control method showed
better performance over the deadbeat control method [4].

In case of voltage compensation, output LC filters and
inverters are main components. The voltage on the filter
capacitor is controlled by switching the inverter in voltage
compensation, where the output LC filters generate time delay
and overshoot problems on the voltage. A deadbeat control
method was adopted for uninterruptible power supplies (UPS),
which was limited to sinusoidal voltage output [5][6]. To get
fast voltage response, the capacitor current of an output LC
filter has been sensed for a feedback controller in a ramp
control method which also was limited to sinusoidal voltage
output [7]. To control DVR systems, a cascade controller with
outer voltage control loop and inner current control loop
scheme has been proposed [8]. However, the cascade
controller has low control dynamics since the control
bandwidth of outer voltage control loop is limited by the inner
current control loop. To overcome this limitation, a modified
control method has been tried to feedback both current and
voltage signal parallel, but its performance was not
satisfactory [9].

Other critical issues on controlling the output compensating
voltage are as follows; first, a microprocessor based digital
control system has always time delay from the sampling and
processing time, second, a PI regulator is not a proper
measure when the reference is time-varying, and third, the
transfer function of the inverter is quite not linear [10].

This paper analyzes the physical limitation of control
bandwidth on DVR systems by the output LC filter. Based on
the analysis, this paper proposes a novel controller for the
compensation voltages on DVR systems which has maximum
control bandwidth up to the output filter cutoff frequency that
is the physical limitation. The proposed voltage controller
consists of feedforward and state feedback control scheme,
has good steady state and transient response. The proposed
DVR system rides through the load voltages without
oscillation nor overshoot, very fast within 0.5ms when sags or
swells occur suddenly. Control gains for the proposed
controller were determined with consideration of the control
time delay, mainly the sampling time. This paper also presents
critical switching frequency of DVR inverters which insures
proper operation of DVR systems related with the cutoff
frequency of output LC filters. Proposed controller is
implemented by full digital controller equipped with
TMS320VC33/150MHz processor to verify the theory.
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Feedback Scheme
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II. POWER STAGE AND CONTROL TARGET

A. Power Stage Analysis
Fig. 2 shows the block diagram for a power stage of a DVR

system, where it is assumed that it consists of an inverter and
output LC filters with some resistance in series. From the
block diagram, the open loop transfer function can be
described as (1).

  
2

2 2 2
sinv

1
1 2

scap f

f f f f f f f

V

V s L C sR C s s

ω

ξ ω ω
= =

+ + + +
, (1)

here, fL : filter inductance.

fC : filter capacitance.

fR : equivalent loss element..

1
f

f fL C
ω = , 

2
f f

f
f

R C

L
ξ = .

When 0.7fξ < , the per unit overshoot of a step response
can be calculated as (2).

  pu over shoot =  
1

2 1 2ξ ξf f−
. (2)

The transfer function for a load current disturbance can be
expressed as (3).

  2 1
scap f f

load f f f f

V R sL

I s L C sR C

+
= −

+ +
. (3)

B. Limitation of DVR Control System
A DVR control system should not only regulate the output

compensation voltages according to reference voltages but
also properly reject the disturbances from the load currents.

Ideal design targets for the voltage regulator and the
disturbance rejector may be (4) and (5) respectively.

   * 1scap

scap

V

V
= . (4)

0scap

load

V

I
= . (5)

To accomplish the design target described by (4) at high
frequency, the inverter output voltages has to be large enough
to overcome the -40dB/dec attenuation of the output LC filter
when the frequency range is fω ω> . For example the
inverter output voltages must be 100 times larger than the
reference voltages when the frequency is 10 fω ω= , which
needs prohibitively large size of inverter. Therefore,
practically the control bandwidth of the compensation
voltages of DVRs, cω , should be limited in c fω ω≤ .

C. Control Target in Analog Control System
   When analog control systems are considered and the PWM
inverter in DVRs is substituted by an ideal linear amplifier,
the time delay in control systems between sensing the plant
status and final actuating the plant can be neglected. In this
case, a 2nd order system can be considered for the control
target of DVR systems as (6).

  
2

* 2 22
scap c

scap c c c

V

V s s

ω
ξ ω ω

=
+ +

. (6)

If the control bandwidth cω  and the close-loop damping
factor cξ  can be selected properly, good control performance
can be expected. Ideally, if proper control structure and gains
are explored to select the control bandwidth and the damping
factor as c fω ω=  and 1cξ =  respectively, the DVR should
have maximum performance within the physical limitation.

D. Control Target in Digital Control System
   Time delay always occurs between the sensing of the plant
status and the final actuating of the plant in discrete control
systems because of the sampling time Tsamp, digital signal
processing time, the inverter switching period, the sensing
time of a sensor itself, and etc. The open loop block diagram
for a DVR system with the time delay can be figured out as
Fig. 3.
  The time delay element in Fig. 3 can be linearized as (7).

    
1

[ ( )] ( )
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+
. (7)

  The open loop transfer function of a DVR system including
the linearized time delay element can be expressed as (8).
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Fig. 1 Macro scope of a DVR control system.

Fig. 2 Block diagram for a power stage of a DVR.
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As can see in (8) the transfer function for a DVR system
including a time delay element becomes a 3rd order system
that is combined with a 2nd order LC filter transfer function
and a pole by the time delay element. It is important to notice
that the physical limitation of voltage control loop on DVR
systems is fω ω< . In other words, the control bandwidth cω
may not be increased more than the filter resonant frequency

fω  by any controller. However, the closed loop damping
factor cξ  can be increased than the filter damping factor fξ
by use of a proper controller.

III.  CONTROLLLER DESIGN

 A block diagram of the proposed control system with a feed
forward and state feedback schemes is proposed as Fig. 4 for a
DVR system included with a time delay element.
  A. Voltage Regulation

When Iload=0, the transfer function of the voltage regulator
becomes (9).
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⋅
+ + − +

. (9)

Fig. 3 Open loop block diagram for a DVR system included with time delay.

Fig. 4 Block diagram of proposed novel controller for DVR system included with time delay.
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  If the time delay of the closed loop transfer function is set to
equal to the time delay of the open loop transfer function,

cT = dT , then the feed forward gain of the inverter current,

ffisG , can be determined as (10) to control the closed loop,
and the damping factor can be determined as (11).

( )(1 ) ( )ffis f d f f dG aR sT aR s aR T= − + = − − , (10)

  (1 ) (1 )
2

f f
c f

f

R C
a a

L
ξ ξ= + = + .   (11)

Thus the damping factor can in increased by adjusting factor
“a”.

   B. Load Current Disturbance Rejection
When Vscap

*=0, the transfer function against the load
current disturbance becomes (12).
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The feed forward gain of the load current, ffiLG , may be

determined as (13) to completely reject the load current
disturbance.

2
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(1 ) (1 )
ffiL f f d ffis

f d f d f f

G R sL sT G
s L T s a R T L a R
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.  (13)

 It is very difficult to implement a 2nd order differentiation in a
digital control system, but fortunately since 0f dL T ≈ , (13)

can be reasonably approximated to (14).
  (1 ) (1 )ffiL f d f fG s a R T L a R⎡ ⎤= + + + +⎣ ⎦ .  (14)

   C. Time Delay in Control System
Fig. 5 shows an equivalent control block diagram of the

proposed voltage regulator when the sensing point is moved
from the inverter current to the output voltage. When only the
damping factor is considered in (10) so that ffis fG aR= − ,
then ffisG  acts as a differential feed forward compensation for
the output voltage as shown in Fig. 5. Here the equivalent
differential feed forward gain for the output voltage is

( )f ffis f fsC G s aR C⋅ = − . That is, the inverter current feed
forward gain, ffisG , attenuates the oscillation of the output
voltages. Therefore abrupt change of the output voltages can
be possible without an overshoot.

Besides, when no time delay element exists in the control
system, the differential feed forward gain acts as a pure
damping element against the voltage resonance. However,
when a time delay is included into the control system, the
differential feed forward gain does not always ensure
damping against the voltage resonance. Simulations are used
to investigate the relation between the closed loop damping
factor and the differential feed forward gain with respect to
the time delay.

TABLE I  Simulation Condition
Rf 0.4 Ω
Cf 90 µF
Lf 400 µH
ξf 0.095
ωf 2π(840Hz)
Tf 1.2ms

Here, filter resonance period Tf =1/ffilter=2π/ωf.

Simulation condition is shown in Table I. The filter
resonance frequency is around ωf= 2π×840Hz, that is, the
filter resonance period is about Tf=1.2ms. The filter damping
factor is around 0.095. Applying (11), the inverter feed
forward gain should be Gffis=-3.82Ω to get the closed loop
damping factor as 1.0.

Fig. 6 shows the voltage response of an analog controlled
DVR without time delay. Here the DVR inverter is assumed
an ideal linear amplifier that has no time delay. The closed
loop damping factor is set to 1.0. In the figure, the waveforms
on the upper window display the reference compensation
voltage (solid line) and the output compensation voltage
(dashed line), and those on the lower window show the
inverter control voltage (solid line) and the output
compensation voltage (dashed line). At time t=0.033s, the
reference compensation voltage is commanded suddenly.
This kind of situation normally occurs in DVR systems.
Although the steady state reference compensation voltage is
60Hz fundamental frequency and sinusoidal waveform, the
voltage response can be regarded as a step response for a very
short time interval.
  As shown in Fig. 6, the inverter control voltage appears to be
the same as the reference compensation voltage at first.
However, the inverter control voltage drastically decreases

Fig. 6 Voltage response of an analog controlled DVR without time
delay when ξ=1.0.
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according to the increase of the output compensation voltage
in order to damp out the resonance of the output
compensation voltage. This aspect occurs from the effect of
the differential feed forward gain ffisG . If the closed loop
damping factor is set to smaller than 1.0, then this damping
effect also decreases, resulting in an oscillation of the output
compensation voltage. It is worth to mention that the
maximum damping effect by the differential feed forward
gain occurs around Tf /6 after the abrupt change of the
reference compensation voltage regardless of the magnitude
of the closed loop damping factor. As time passes, the inveter
control voltage and the output compensation voltage
smoothly converge to the reference compensation voltage.

The damping effect has to activate as possible as early stage
according to the abrupt change of the reference compensation
voltage. However, the activation of damping effect is always
delayed by the inherent time delay in discrete control systems.
For example, Fig. 7 and Fig. 8 show the voltage responses of

the DVR system with the closed loop damping factor of 1.0 as
like in Fig. 6, but different time delays are considered in a
discrete control system.

In case of Fig. 7 a sampling time of Tsamp =Tf /12=100µs was
considered in the discrete control system to simulate the time
delay effect. The first inverter control voltage appears Tf /12
after the abrupt change of the reference compensation voltage.
Then the output compensation voltage starts to increase Tf /12
after the abrupt change of the reference compensation voltage.
Besides, the differential feed forward controller spends one
sampling time of Tf /12 from sensing the output compensation
voltage to actuating the inverter voltage. This means that the
output compensation voltage freely increases with the
damping factor of 0.095 that is inherent damping factor of the
output LC filter, during initial time interval of Tf /12.
Moreover precise damping is not possible since the
differential feed forward controller continuously delays by
amount of Tf /12.

In case of Fig. 8 a sampling time of Tsamp =Tf /6=200µs was
considered in the discrete control system. Thus the output
compensation voltage increases quite large amount during the
initial time interval of Tf /6. In this case the delayed
differential feed forward controller excites the oscillation of
the output compensation voltage instead of damping it.

These simulation results show that in DVR systems there
must be certain limitations on the closed loop damping factor
when a sampling time exists in discrete control systems.
Based on experience through simulations and experiments, a
guideline to determine the closed loop damping factor in
DVR systems with respect to the sampling time, sampT , and the

output LC filter resonance period, fT , given by (15).
12

* 2
samp

f

T

T
cξ

−

≤ (15)

D. Time Delay in Inverter
Inverter PWM switching may pose an additional time delay

element in DVR systems. If the PWM switching frequency is
high enough compared to the sampling time in discrete
control systems, the voltage response by use of an ideal linear
amplifier or a PWM inverter may make no difference in DVR
systems except some switching frequency ripples at the output
voltage. However, the switching frequency can not be
increased infinitely because of the limitation of switching
devices. This section discusses on the minimum inverter
switching frequency, which is critical to guarantee the
performance of DVR systems similar to the case of ideal
linear amplifiers.

An inverter PWM switching may be an additional time
delay element in DVR systems. The average delay time of a
PWM inverter is half of the switching period. As shown in Fig.
6, the differential feed forward controller must output full
damping effect within Tf /6 when a time delay is not
considered. When only a sampling time Tsamp except an
inverter switching delay is considered in a discrete control
system, the output of the maximum damping effect should be
within Tf /6+Tsamp. This means that the inverter has to generate
the second actuating pulse within Tf /6+Tsamp after the first

Fig. 7 Voltage response of a discrete controlled DVR with the
sampling time of Tsamp =Tf /12 when ξ=1.0.

Fig. 8 Voltage response of a discrete controlled DVR with the
sampling time of Tsamp =Tf /6 when ξ=1.0.
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pulse to the output LC filter was generated. However, since
the average time delay of the PWM switching is 0.5 times of
the switching period, the inverter switching period must be
shorter than (Tf /6+Tsamp)/1.5. Therefore, the design guideline
for the minimum switching frequency of the PWM inverter
for a sampling time Tsamp of the discrete control system can be
determined by (16).

  * 1.5
/ 6sw

f samp

f
T T

≥
+

        (16)

For example, when a target damping factor is set to ξc=0.5,
the sampling time should be Tsamp <Tf /12 as determined by
(15). Then the switching frequency of the PWM inverter has
to be higher than 6/Tf Hz. That is, the switching frequency of
the PWM inverter in the simulation condition has to be larger
than 5 kHz.

Fig. 9 and Fig. 10 show the simulation results of the
proposed DVR control system with the closed loop damping
factor ξc=0.5 and the sampling time Tsamp=100µs when the
switching frequency was set to 10 kHz and 5 kHz respectively.

Fig. 9 shows very stable and good dynamics of the output
compensation voltage since the switching frequency was set
to two times higher than the minimum switching frequency.
The output compensation voltage is settled around 500µs.
Although the ripples and the settling time are slightly
increased, the output compensation voltage is stable and has
good control dynamics even when the switching frequency
was equal to the critical switching frequency in Fig. 10.

IV. EXPERIMENTAL RESULT

   A. Experimental Setup
   Experiments have been performed to verify the proposed
control algorithm on a DVR system. Fig. 11 shows the
experimental DVR system. The rated line voltage of the grid
is 220Vrms/ 60Hz. 50% symmetrical voltage sags were
generated by the power source, SW5250A/ELGAR. The fault
was generated over 50 ms.
   The experimental condition is on Table II. The DVR
consists of a 6-leg inverter, three output LC filters, and three
single-phase matching transformers. The 6-leg inverter has 12
IGBT switches and a dc power supply in the dc link. The
switching frequency of the IGBT switches is 10 kHz.

TABLE II  Experimental Condition
Tsamp 100 µsec
fsw 10 kHz

RLoad 40 Ω 
Rf 0.4 Ω  
Cf 80 µF
Lf 400 µH
ωf 2π(890Hz)

Fig. 11 Experimental DVR system with DSP control board.

 

Fig. 9 Voltage response of a digital controlled DVR system with
sampling time Tsamp =Tf /12 when fsw=10kHz, ξ=0.5.

Fig. 10 Voltage response of a digital controlled DVR system with
sampling time Tsamp =Tf /12 when fsw=5kHz, ξ=0.5.
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   B. Experimental Result
Fig. 12 and Fig. 13 show the experimental waveforms of

the proposed DVR control system. The DVR compensates for
the 50% voltage sags over 50ms. Since the control for the
output compensation voltage is independent in each phase,
only the a-phase voltage waveform was shown for
convenience. The waveforms of the upper window of Fig. 12
show the reference compensation voltage *Vscap  and the actual
output compensation voltage Vscap  in relatively long time
interval. The waveforms of the lower window of Fig. 12 show
the zooming for the reference compensation voltage and the
actual output compensation voltage at the instant of the abrupt
change of the reference compensation voltage. No overshoot
is observed in the output compensation voltage. The output
compensation voltage decently converges to the reference
compensation voltage within around 500µs.

The total time delay mainly comes from the sampling time
of the digital controller, half of the inverter switching period,
and the delay through the output LC filters. When the closed
loop damping factor is set to unity, the output LC filter acts as
two cascaded time delay components so that the transfer
function of the voltage regulator becomes (17).

*
1 1 1

(1 ) (1 / ) (1 / )
scap

samp f fscap

V

sT s sV ω ω
= ⋅ ⋅

+ + +
. (17)

  Adding half of the inverter switching period to (17), the total
time delay of the output compensation voltage Vscap  from the
reference compensation voltage *Vscap  can be calculated
approximately as (18).

  

0.5 / 2 /

50 100 358
508

delay sw samp fT f T

s s s
s

ω

µ µ µ
µ

= + +

≈ + +
=

. (18)

Fig. 13 shows experimental waveforms for the source
voltage VSrc (upper) and the load voltage VLoad (lower) of a
digital controlled DVR system. Although 50% of voltage sag
occurs in the source voltage, the DVR successfully rides
through the load voltage with only small notch that has 0.5 ms
of width.

V. CONCLUSION
   This paper has proposed a novel control method for the
compensation voltages in DVR systems. Through the
discussion of the control targets for DVRs based on the
analysis for the power stage of DVR systems, this paper
proposed a novel controller structure for DVR systems by use
of feed forward and state feedback control scheme. The
control bandwidth of the proposed controller can be increased

up to the filter resonance frequency, which is the physical
limit of DVR systems. This paper presented some important
design guidelines for the proposed DVR controller, with
respect to the control delay and the filter resonance frequency.
This paper also analyzed total time delay that is mainly
resulted from the sampling time of the digital controller, the
inverter switching, and the output LC filter.
   The proposed theory has been verified by an experimental
DVR system that shows very good performance as predicted
by the analysis and simulations. Further study is going on to
decrease the time delay of the control system in DVRs.

Fig. 12 Experimental voltage response of output compensation
voltage Vscap  to reference compensation voltage *Vscap  of

a digital controlled DVR system with sampling time
Tsamp=Tf /12 when fsw=10kHz, ξ=0.5.

Fig. 13 Experimental waveforms for the source voltage VSrc

(upper) and the load voltage VLoad (lower) of a digital
controlled DVR system with sampling time Tsamp=Tf /12
when fsw=10kHz, ξ=0.5.
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Abstract — Multi level voltage source converters are getting 

increased importance for applications in the high voltage 
range, for example network interties. This paper is focused on 
main aspects of industrial realization, scaling problems with 
increasing voltage level, modular construction and failure 
effects. The main converter topologies: diode-clamped, 
capacitor-clamped, cascade H-bridge and the new M2LC-type 
are analyzed and compared.  

A new universal plant, enabling back to back operation of 
various M2LC-converter systems up to 2MW real power flow 
is presented. 
 

I. INTRODUCTION 
The global trend to decentralized power generation and 

the deregulation of energy markets are increasing the 
importance of advanced power electronic systems. Several 
types of multilevel converters have been investigated for 
these new applications [1] …. [6]. 

High voltage/high power capability and low voltage 
distortion on the line side are basic requirements for this 
application field. In addition - regarding the industrial  
implementation of these converter system - a lot of other 
important aspects have to be taken into account:  

A first goal is a strictly modular construction, in order to 
enable scaling to different power and voltage levels, using 
the same hardware. A second point is high availability, 
which calls for redundant operation capability after 
component failures. Failure management is a third point of 
very high importance. This includes avoidance of 
mechanical destruction due to high surge currents or arcing. 

Known multilevel converter types and the new modular 
M2LC-type [7], [8] are investigated with respect to these 
requirements of industrial applications. Additionally, a 
universal prototype converter system for testing the new 
M2LC-types up to 9-level configurations is described. 

 

II. MULTILEVEL CONVERTER FOR HIGH VOLTAGE 
APPLICATIONS 

 
Four main topologies are known for multilevel converters: 
 
 

 

- Diode-clamped type (NPC and up with DC-link 
capacitors [1], [2], [9] ) (Fig. 1). 

 
- Capacitor-clamped type (with flying capacitors and 

DC-link capacitors [3], [4]) (Fig. 2). 
 
- Cascade H-Bridge type (with separate DC-sources, 

without common DC-link [5], [6]) (Fig. 3). 
 

- Modular M2LC type (without separate DC-sources, 
with common DC-link, but without DC-link-
capacitors). This new type enables direct and fast 
control of the DC-link voltage via the switching 
states of the submodules [7], [8] (Fig. 4). 

Fig. 1  Diode-clamped converter (5-level) 
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Fig. 2  Capacitor-clamped converter (5-level) 
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Fig. 3  Cascade H-Bridge converter (5-level)   
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Fig. 4  Modular Multilevel Converter M2LC (5-level) 
 
In this paper the focus will be on the main topics, which 

are important for industrial realization. Important points, 
concerning industrial implementation, are: 
 

- Maximum surge current and mechanical 
destruction 

 
- Stray inductance versus isolation requirements 

 
- Modular construction and scaling effects 

 
- Interface problems concerning isolation and EMC 

A. Maximum surge current and mechanical destruction 
The diode-clamped type (Fig.1) and the capacitor-

clamped type (Fig.2) incorporate a central DC-link-busbar 
with directly connected DC-link-capacitors of high capacity. 
For the diode-clamped type these capacitors have to be split 
up into a series connection in order to form the voltage taps. 

As well known, semiconductors failures and gating 
failures can lead to a “hard discharge” of DC-link-
capacitors. In the high voltage range (Vd = 2kV … > 20kV) 
the resulting surge current (is) is not any more limited by 
ohmic resistances. On the contrary, with increasing Vd, the 
peak current (Îs) approaches almost exactly the value 
without ohmic damping 

 

                       = ⋅ d
s d

ss

C
I V

L
        (1) 

 
where (Cd) represents the total DC-capacitance installed 

at the DC-link and (Lss) represents the total stray inductance 
of the short circuit loop including the DC-capacitors. Peak 
currents in the order of 200…300 kA and more lead to 
magnetic forces, which cause destruction of busbars and 
terminals. Long term experience from many industrial 
applications has proven that these values are very 
demanding for any mechanical construction. If the surge 
current leads to severe mechanical deformations or open 
circuit and/or arcing, the damage to the converter system 
and equipment in the neighborhood will be completely 
unacceptable. It can be shown from various long term 
experiences and theory that gate voltage monitoring and 
“short circuit proof” IGBTs cannot exclude the possibility 
of these catastrophic failures.  

Both the diode-clamped type and the capacitor-clamped 
type suffer from this severe safety problem, when applied in 
the high voltage/high power  range.  

The use of IGCT-devices is slightly better with respect to 
this problem, because the generally applied chokes of the 
turn on snubber will increase the inductance (Lss). 

 

B. Stray inductance versus isolation requirements 
The requirements for low stray inductance and reliable 

isolation are in severe contradiction when increasing the 
voltage level. As it is well known, the acceptable stray 
inductance is proportional to the switching overvoltage of 
the semiconductors and inversely proportional to their 
switching speed (di/dt). 

The mechanical construction and physical layout of the 
multilevel converter has to assure a low magnetic field 
energy stored in the critical switching loops (“commutation 
loops”). Examples of “long” commutation loops are 
indicated in Fig. 1 and Fig. 2 by red dotted lines. 

For a given current (iC) that has to be switched this 
imposes the need to minimize the stray inductance (LS) of 
the commutation loop. Since more than a decade in industry, 
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a flat “multilayer” busbar design with minimum isolation 
layer thickness, represents the standard construction for low 
stray inductance commutation loops. Using these 
constructions, the required number of terminals (for 
connecting the power devices) and the required air distances 
at the terminals will create most of the loop inductance. As a 
rule of thumb, each high voltage semiconductor with its 
terminals (IGBT or diode) will add at least 30nH and each 
power capacitors will add at least 50nH to the loop 
inductance. When increasing the number of voltage levels, 
the loop inductance will reach excessive values. Polarized 
snubbers will become necessary, adding to circuit 
complexity, power losses and cost. 

 

C. Modular construction and scaling effects 
Taking into account industrial production of the converter 

and service requirements, a strictly modular construction of 
the power circuit is an important advantage. Strictly spoken, 
this means that the power circuit should be solely composed 
from an arbitrary number of identical submodules and no 
additional central components. 

The scaling to different voltage levels and power levels 
should be done by varying the number of submodules, only. 
Therefore, the same hardware with the same mechanical 
construction will be used for a wide range of applications. 

Referring to the previous chapters A and B, further 
investigations have shown that the diode clamped-type and 
the capacitor clamped-type cannot meet these requirements. 
The mechanical construction has to be specially designed 
for a predefined number of voltage levels. In the best case, it 
could be downscaled to a reduced number of voltage levels, 
by replacing semiconductors and capacitors by short circuit 
parts or isolating parts.  

VSource

In addition to these mechanical aspects, unwanted scaling 
effects of the electrical characteristics have to be taken into 
account: The stray inductance (LS, see Fig.1 and 2) of the 
commutation loop increases with increasing number of 
voltage levels. The same applies to the surge current 
problem. The first point will force a derating of the nominal 
voltage and/or current per semiconductor. The second point 
will force an “improved” mechanical construction or an 
additional voltage derating. 

On the other side, the topologies of Fig.3 and 4 present 
conditions, which enable significantly better solutions 
regarding modularity and scaling. 

When implementing very high voltage converters 
(Vd>10kV), even the parasitic stray capacitances to earth 
can lead to unwanted scaling effects, because the dynamic 
voltage distribution of series connected devices may be 
influenced. Here, the topologies according to Fig.3 and 4 
present the advantage that the local DC-capacitors are 
several orders of magnitude bigger than the parasitic 
capacitances to earth. Therefore, the voltage (VC) will 
define the semiconductor voltages very well, even under 
transient conditions. 

D. Interface problems concerning isolation and EMC 
When increasing the number of voltage levels, all 

interfaces between the power circuit and the control side 
have to cope with the increased isolation- and EMC-
requirements. Major EMC-problems are created by isolation 
transformers and their parasitic coupling capacitances (Ck). 
These transformers are generally used in order to supply 
gate drivers and transducers and will have (Ck) in the order 
of several tens of picofarads, if small in size and well 
designed. 

When separate, isolated DC-Sources in the power circuit 
are needed for real power flow (Fig.3), these large 
transformers with high coupling capacitance (of several tens 
of nanofarads) must be taken into account. This leads to 
very high EMC-disturbing current peaks under dv/dt in the 
power circuit.  

 Regarding the M2LC-type pilot plant, it was decided not 
to deteriorate the excellent characteristics of this concept. 
Therefore, each gate driver power supply is fed from the 
local DC-capacitor of each submodule. The gate driver- and 
transducer-signals are transmitted via optical fibre cable. 
Due to a special digital encoding with error correction, four 
gate signals, two transducer and fault signals can be 
transmitted per submodule via a common duplex fibre cable 
[10]. Therefore, no additional interfaces of the submodules 
are necessary - despite the two conventional cables at the 
AC-side. 

III. SIMULATION RESULTS 
For demonstrating the good performance of the M2LC-

topology, a 3-phase pulse-controlled inverter was simulated. 
For this purpose the simulation software SIMPLORER 
linked to MATLAB/SIMULINK was used. In the model, 3 
inverter legs with 4 identical submodules per arm (Fig.4) are 
connected to a common DC-busbar. The capacitance (C0) 
installed in each submodule has been calculated according 
to the equations in paper [7]. There is no additional central 
capacitive energy storage connected to the DC-busbar.  

In practice difficulties occur when a common network 
intertie has to start without power from the utility from the 
de-energized condition to operation condition (“black 
start”). The new power converter topology enables a simple 
and safe black start. In the following, a possible process of 
charge per inverter arm is described. 
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    Fig. 5  Process of charge per inverter arm 
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In order to accomplish this procedure, only one auxiliary 
voltage source with a relatively low output voltage     
(VLoad ≈ VC) is necessary. The output terminals of the supply 
are connected to the DC-busbar of the M2LC. Per inverter 
leg a number of (2n-1) IGBTs T2 (see Fig. 4) are turned on. 
The remaining IGBT T2 and all remaining IGBTs T1 in the 
inverter leg are kept off. When one capacitor per phase leg 
has reached the operation voltage, the next ones are selected 
by appropriate gating. In that way all capacitors in the arms 
are charged to the operation voltage (Fig. 5). Finally, the 
voltage source has to be disconnected by series diodes or 
mechanical switching. 

    

Fig. 6a illustrates both the controlled voltage on the DC-
busbar and the line-to-line voltages. It can be seen that the 
voltages are synthesized on line without consideration of a 
predefined pulse pattern. The multilevel sinusoidal pulse 
width modulation is carried out with a pulse frequency of     

1 kHz. The resulting switching rate of the power devices 
(IGBT) is about 300 Hz. In order to reduce the switching 
losses, the voltage balancing of the capacitors is applied 
solely when the control state is changing[8]. The setpoint 
values and the correspondent simulation results of the phase 
currents are illustrated in Fig. 6b. Neither the obtained 
current curves nor the voltage curves are remarkably 
influenced by the ripple content of the capacitor voltages in 
each arm (Fig. 6c).  

For the purpose of inverter control, diverse approaches 
for sinusoidal pulse width modulation have been published 
[11], [12]. A suitable control scheme is described in former 
paper [8], for example. The desired voltage and current 
values per phase, the common-mode voltage as well as the 
DC-voltage are synthesized by controlling the voltages in 
each arm. 
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 Fig. 6b Phase currents in the load  
 

 

Two submodules are mounted per heat sink (Fig. 7). The 
construction of the submodules enables a variation of the 
capacity (C0) per submodule in four equal steps. For this 
purpose Power-Chip-Capacitors (PCC) are used. The 
submodules are equipped with 1200V IGBTs. Via a 
common fibre-optical interface each submodule receives the 
correspondent switching commands and sends its capacitor 
voltage and error signal back to the central control unit. The 
power supply for the drive circuits and the data transfer are 
fed from the local capacitors. This autonomous supply is 
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Fig. 6c Submodule voltages in an arm 
  (Pd = 2 MW; C0 = 5.7 mF; Vd = 3400V; cosφ = 0.85) 

IV. PROTOTYPE CONVERTER 
 

To enable experimental tests and investigations under 
realistic conditions, using different control schemes, a 
prototype converter system was built in our laboratories. 
The converters are designed for real power transmission up 
to 2 megawatts per converter. Each converter cubicle 
contains 16 submodules, whereby one arm consists of a 
maximum of 8 identical submodules. Two converter 
systems can operate in back to back mode. By this means 
the real power flow is transmitted in circle, whereby the 
power supply has to compensate the power losses, only. 

This pilot plant is designed for universal use in various 
configurations. It offers the possibility to realize two 9-level 
network interties, each composed of a DC-busbar with both 
3-phase or 1-phase converters and inverters, respectively. 
Additionally, in this way asynchronous systems can be 
connected in back to back mode.  Even AC/AC – direct 
converters can be realized and operated in back to back 
mode after reconfiguration of the pilot plant [10]. 
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able to operate in a wide voltage range (VC = 100 … 850V). 
In consequence, the interface of a twin-submodule is 
composed solely of two conventional cables and one duplex 
fibre-optic cable. No additional connections or interfaces are 
necessary. Fig. 8 shows a completely 3-phase-M2LC, as 
described in the former chapter. 
 

 
Fig. 7  Twin-submodule 
 

 
Fig. 8  Complete 3-phase-M2LC (5-level) 

V. CONCLUSION 
With regard to the construction and safety requirements 

the known multilevel converter topologies were investigated 
and compared. The complexity in design of the diode-
clamped, as well as the capacitor-clamped types, increases 
considerably with the number of voltage-levels. In addition 
to this aspect, the central capacitive energy storage means a 
high potential hazard in a fault scenario. The H-bridge type 
is without the mentioned drawbacks, but for real power 
transmission it needs a high number of separate DC-
supplies. As shown, the proposed M2LC-topology is easily 
scalable to the desired high number of voltage steps. The 
modular construction simplifies failure management, 
maintenance and a consistent redundancy concept. 

The presented universal pilot plant system will enable 
further extensive tests and investigation.  
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Analysis and Improvement of Power Quality for A Fuel cell System 
based on Multilevel Converters 
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fuel cell output. By considering this inverter topology, higher 
AC output voltage can be reached by employing either a 
small number of high-power fuel cell modules or a larger 
number of low-power fuel cell modules. In addition, other 
required fuel cell PCS inverter characteristics can also be 
fulfilled in terms of controllability of output voltage which 
depends on the proposed modulation strategy, availability for 
isolated operation, low output harmonics and high efficiency.  

To solve the voltage sag problems, three approaches are 
introduced in this paper; installation of a boost converter at 
the fuel cell output, control of pulse widths, and use of 
ultracapacitors. The proposed three approaches are analyzed 
and compared using simulation results. The harmonic 
analysis results are described with different levels of 
inverters and voltage sag problems. 

II. CASCADED H-BRIDGE MULTILEVEL 
INVERTER  

Multilevel inverter structures have been developed to 
overcome shortcomings of solid-state switching device 
ratings so that they can be applied to high-voltage electrical 
systems. The multilevel voltage source inverters’ unique 
structure allows them to reach high voltage with low 
harmonics without the use of transformers. This makes 
unique power electronics topologies suitable for flexible ac 
transmission systems and custom power applications [5], [6]. 

In multilevel inverters, there are two types; cascade and 
neutral point clamped (NPC). The H-bridge inverter is often 
used since it has advantages in switching control and 
non-requirement of additional diodes. 

Fig. 2 shows the output voltage waveforms and switching 
patterns of the 7-level cascade inverter. Fig. 2(a) shows 
output waveforms of a stepped voltage and a fundamental 
component. Fig. 2(b) and fig. 2(c) show output voltages of 
converters. The number of output phase voltage levels m in a 
cascade inverter is defined by m=2s+1, where s is the number 
of inverters. Each separated dc source is connected to a 
single-phase full-bridge, or H-bridge, inverter.  

Each inverter can generate three different voltage outputs, 
+Vdc, 0, and –Vdc by connecting the dc source to the ac output 
with different combinations of the four switches, S1, S2, S3, and 
S4. To obtain +Vdc, switches S1 and S4 are turned on. Turning 
on switches S2 and S3 yields –Vdc. By turning on S1 and S2 or 
S3 and S4 or turning off all switches, the output voltage is zero 
[4]. As shown in fig. 2, the ac output of each of the different 
full-bridge inverter levels is connected in series such that the 
synthesized voltage waveform is the sum of the inverter 
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(a) 

 

(b) 

 

(c) 

  

(d) 

Fig.2. Waveforms and switching patterns of the 7-level cascade inverter.

(a) Final output                                        (b) First converter output 

(c) Second converter output                     (d) Third converter output 

output. The output voltage is v v .  1 2out v= + + 3v
The reason to have different switching patterns is for a 

power balance. When an H-bridge inverter cascades with two 
or more ones, if switching pattern has same duty cycle during 
a period at a specific switch, the power of fuel cells becomes 
unbalanced. Thus the switching patterns need to be designed 
for the power balance. 

The factors that affect THD and harmonics of the output 
are the number of inverters in the implemented system and 
the duty cycle of the switching pulses.  
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Fig. 1. A single-phase structure with a 7-level cascaded H-bridge inverter

 

III. HARMONIC ANALYSIS WITH DIFFERENT 
LEVELS OF MULTILEVEL INVERTERS AND A 

VOLTAGE SAG 
The investigated fuel cell system has three independent 

fuel cells; each has 48V output and connected with multilevel 
cascade inverters. The system produces single phase output 
as shown in fig. 1. The final output has a 144V.  Harmonic 
analysis is made when the level of cascade inverters varies 
and voltage sag of the fuel cell output is considered. The 
PSIM is used as a tool for simulation and analysis. 
Harmonics are analyzed when the levels of inverters varies 
from 3 to 9.  

As shown in fig. 3, THD decreases when the number of 
levels increases.  

IV. ANALYSIS WITH VOLTAGE SAGS 
For the 7 level (3 H-Bridge inverters) system, harmonics 

analysis is made when the voltage sag of the fuel cell systems 
is assumed to vary from 0 to 40%. If the voltage sag exceeds 
40% in fuel cells, it might cause damages in fuel cell systems. 
Thus it needs to keep the voltage sag not to exceed over 40% 
in fuel cell systems. 

A. Voltage sag in first fuel cell 
It is assumed that the first fuel cell has the voltage sag. Fig. 

4. shows that THD increases as voltage sag increases. 
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Fig. 3. THD with respect to the number of levels 
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B. Voltage sag in second fuel cell 
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Fig. 6. Block diagram of the proposed fuel cell system  

with installation of a boost converter 

Next, it is assumed that the second fuel cell has voltage sag. 
Fig. 5 shows that THD curve is U-shape as voltage sag 
increases.  

However it can be seen that the THD with the second fuel 
cell voltage sag is lower than that with the first fuel cell 
voltage sag. 
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Fig. 4. THD with first fuel cell voltage sag 
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Fig. 7. A conventional boost converter 
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Fig. 8. (a) Non-compensated output voltage waveforms with voltage sag 
 from 48V to 28.8V (40%) 

(b) Compensated output voltage         (c) Output voltage of the boost converter 
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Fig. 5. THD with second fuel cell voltage sag 

V. COMPENSATIONS OF VOLTAGE SAG  
There are various approaches of the compensation for the 

voltage sag. Three different approaches are investigated in 
this paper: installation of a boost converter at the fuel cell 
output, control of pulse widths, and use of ultracapacitors. 
The proposed three approaches are analyzed and compared 
using simulation results.  

A. Installation of a boost converter 
Through harmonic analysis, it was shown that the 

harmonic components and THD increase while fundamental 
component decreases as voltage sag increases. To 
compensate the problems, a boost converter is installed at the 
fuel cell output. Instead of installing boost converters at all 
fuel cell output, only one boost converter is installed at one of 
the fuel cell output. A PI controller is designed to control 
boost converters. Fig. 6 shows the block diagram of the 
proposed fuel cell system. The system includes a boost 
converter, which is controlled by a PI controller to 
compensate the voltage sag. 

Fig. 7 shows a boost converter. It is the conventional boost 
converter circuit.  

Fig. 8 shows output waveforms when the first fuel cell has 
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40% voltage sag(from 48V to 28.8V) at t=0.15s. Fig. 8(a) 
shows that the fundamental component of the voltage 
decreases and THD increases. Fig. 8(b) shows that the 
fundamental component of the output voltage is compensated 
by installing a boost converter at the first fuel cell output. Fig. 
8(c) shows that the boost converter output is that boosted to 
compensate the voltage sag using PI controllers. 

B. Control of pulse widths 
The proposed second approach for the compensation of 

voltage sag is to control pulse widths. Each H-bridge 
converter generates a step voltage by controlled duty width. 
If the voltage sag occurs at the first fuel cell in system, the 
system recalculates pulse widths at each converter. Rules of 
pulse width calculation at each converter are described as 
follows. 1) keep the fundamental voltage within the margin. 
2) the output voltage has the minimum THD. Calculation of 
pulse widths is not simple. And it takes some time. Thus, it is 
better obtained data that are pre-calculated pulse widths with 
variation of the voltage sag. Fig. 9 shows the block diagram 
of the second proposed fuel cell system with control of pulse 
widths. If the voltage sag occurs, then sag information refers 
‘look-up table’ which has values of pre-calculated pulse 
widths with respect to voltage sag. PWM generator produces 
new pulse patterns using ‘look-up table’. Thus, although the 
system has the voltage sag, output voltage maintains the same 
fundamental voltage and has the minimum THD by control of 
pulse widths.  

Fig. 10 shows output waveforms with the control of pulse 
widths when the first cell has the voltage sag. Fig. 10(a) 
shows output voltage of the first fuel cell. The time is divided 
into three intervals with respect to voltage sags. Voltage sag 
is 0% from 0s to 0.1s. From 0.1s to 0.2s, voltage sag is 40%, 
which is maximum voltage sag. After 0.2s, voltage sag is 
20%. Fig. 10(b) shows a non-compensated output voltage of 
the system with voltage sags. The fundamental voltage 
decreases and THD increases with the voltage sag. Fig. 10(c) 
shows compensated output voltage by controlled pulse 
widths. When fuel cell experience the voltage sag, control of 
the pulse widths maintain the fundamental voltage and 
minimum THD.  

Table 1 shows the difference between a non- compensated 
output voltage and compensated one. The fundamental 
voltage is set to be 138V (M.I. =0.9) with a margin. And 

,1θ ,2θ 3θ are calculated by rules in which the fundamental 
voltage maintains within the margin and an output voltage has 
the minimum THD. In case of a non-compensation, the 
fundamental voltage of output decreases as the voltage sag 
increases. 
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Fig. 9. Block diagram of the second proposed fuel cell system  

with control of pulse widths 

(a) 

 

(b) 

 

(c) 

Fig. 10.  (a) Output voltage of the first fuel cell according of the voltage sag  

(b) Non-compensated output voltage waveforms 

(c) Compensated output voltage waveforms  

 
 
TABLE 1. THE DIFFERENCE BETWEEN NON-COMPENSATED OUTPUT VOLTAGE 

AND COMPENSATED ONE 
NON-COMPENSATED OUTPUT VOLTAGE 

VOLTAGE(SAG) 1θ  2θ  3θ  V1 
48V(0%) 10.8° 33.3° 63.9° 138.001V 

28.8V(40%) 10.8° 33.3° 63.9° 120.606V 
38.4V(20%) 10.8° 33.3° 63.9° 129.303V 
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COMPENSATED OUTPUT VOLTAGE 

VOLTAGE(SAG) 1θ  2θ  3θ  V1 
48V(0%) 10.8° 33.3° 63.9° 138.001V 

28.8V(40%) 9.9° 28.8° 48.6° 138.005V 
38.4V(20%) 9.9° 32.4° 57.6° 138.011V 

However, in case of compensation, the fundamental voltage 
maintains within the margin. 

C. Use of the ultracapacitors 

The proposed third approach for compensation voltage sag 
is to use ultracapacitors. If the voltage sag occurs at the first 
fuel cell in system, the voltage sag is compensated by the 
ultracapacitors. 

Ultracapacitors are electrical energy storage devices, 
which offer high power density, extremely high cycling 
capability and mechanical robustness. Thus they are very 
useful storage device [7]. 

In fig. 11, ultracapacitors is modeled by the first-order 
circuit model. An ultracapacitor has 2.7V, C=1700F at 
NESSCAP [8]. For use ultracapacitors to compensate in this 
system, it consists of 17 ultracapacitors. Therefore, the rating 
voltage of ultracapacitors becomes 45.9V. The values of 
parameters are: Rs=0.7mΩ, Rp=300Ω, L=0.01mH, C=100F. 

Diode D prevents a reverse current from ultracapacitors to 
fuel cells during voltage sag. With a reverse current into fuel 
cells, it can cause destruction of fuel cells. 
Fig. 12 shows output waveforms when the first fuel cell has 

the voltage sag. Fig. 12(a) shows a non-compensated output 
voltage of the system with voltage sags. The fundamental 
voltage decreases and THD increases with the voltage sag. 
Fig. 12(b) shows compensated output voltage by use of 
ultracapacitors. When fuel cell experiences the voltage sag, 
the fundamental component of the output voltage remains 
constant without control of pulse. Fig. 12(c) shows that an 
output voltage of the first fuel cells and compensated output 
voltage of fuel cell system by ultracapacitors. When fuel cell 
system has a 40% voltage sag at 0.15s, compensated output 
voltage of fuel cell system decreases to 28.8V. However, as 
shown in the extended waveform in fig. 12(c), the voltage sag 
quickly recovers within 0.2ms by ultracapacitors. Therefore, 
although the system has a voltage, it is quickly compensated 
by use of ultracapacitors.  

VI. CONCLUSIONS 
The power quality for the fuel cell system is a very 

important issue. The fuel cell system has a voltage sag 
problems. When the multilevel inverter is used as an inverter 
for a high power fuel cell system, it is important to determine 
the number of levels of inverters. Harmonic analysis results 
can be used as an index in selecting number of levels of 
inverter. In this paper, harmonic analysis has been made with 
respect to number of level of inverters and voltage sag of the 
fuel cell output. Through harmonic analysis, it has been 
shown that the harmonic component decreases as voltage sag 
increases. 

To solve the voltage sag problems, three approaches have 
been investigated. There are trade-offs among the proposed 
approaches. The approach using ultracapacitors has an 
advantage in that it requires no control of pulse patterns, but 
it requires an additional hardware. Thus the approach with 
control of the pulse widths can be efficiently used for the 
compensation the voltage sag problem of the fuel cell system. 
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Fig. 11. One part of a 7-level cascaded H-bridge inverter with equivalent 

circuit of ultracapacitors 

 
 

 

(a) 

 

(b) 

 

(c) 

Fig. 12. (a) Non-compensated output voltage waveforms with voltage sag 
from 48V to 28.8V (40%)  
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(b) Compensated output voltage  

(c) Output voltage of the first fuel cell and ultracapacitors 
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Abstract -  Various types of bidirectional switches are examined 
simulatively and experimentally with regard to their commu-
tation properties within a matrix converter arrangement. A 
newly developed IGBT with reverse blocking capability by 
means of which it is possible to set up bidirectional switches in 
an efficient way is dealt with in a more detailed way. 
Statements are made on the electric stress of the bidirectional 
switches within the commutation circuit and the losses arising. 
With the aid of the results obtained, the suitability of the 
respective bidirectional switches with regard to their 
application in the matrix converter is discussed. Finally, some 
ideas concerning the further improvement of the 
characteristics and properties of the bidirectional switches are 
touched upon.  
 

I. INTRODUCTION 
 
Matrix converters are direct converters by means of which 
one can generate from multiphase alternating quantities of a 
given amplitude and frequency again multiphase alternating 
quantities with a variable amplitude and frequency. 
Conditioned by its principle, this type of converter is fully 
capable to inject the energy backwards and can be set up in 
a rather compact way because the intermediate circuit is not 
needed. Thanks to this fact, it offers a wide possible range of 
application. Fig.1 shows the principle structure of an ideal 
matrix converter. 
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In order to be able to reach a maximum of degrees of 
freedom of the control, bidirectional semiconductor switches 
must be used. These bidirectional switches must be able to 
inhibit a negative voltage and to conduct the current in a 

direction-selective way. New developments on the 
semiconductor market permit to construct these bidirectional 
switches (BDS) required in a more efficient way or to make 
available semiconductor switches being better suited for this 
special purpose of application.  Since all the three discrete 
phase converters of the matrix converter have an identical 
structure, the following investigations will be made for one 
discrete phase converter only. 

II. BIDIRECTIONAL SWITCHES IN COMMUTATION 
PROCESSES 

 

Since there are  no bidirectional switches available yet 
fulfilling the specific requirements in the matrix converter, 
the same have to be discretely set up out of conventional 
semiconductor switches. As far as the BDS are concerned, 
one distinguishes between two basic types, switches with 
four or with two basic states, as shown in Fig.2. 

 

a) b) c) d)
 

 

Three basic components of bidirectional switches have been 
examined, see fig. 2: 

1.) that  forward direction is determined by the polarity of 
the collector-emitter voltage then the gate is active 
switched-on as shown for example in  a).  

2. ) that  forward direction is determined  in each case  by 
the active gate and the polarity of the commutation voltage 
as b) or c).  

3. ) that forward direction is determined by the polarity of 
the controlled gate and the polarity of the  commutation 
voltage as d). 

The BDS basic components to be examined were 
implemented as follows: 

Fig. 1: Principle of matrix converter 

Fig. 2: Types of bidirectional switches: a) Diode-bridge BDS  b) discrete 
BDS with two emitter-side connected IGBT’s, c) BDS from two reverse 
blocking IGBT’s , d) monolithic BDS (MBS) 
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- The BDS of basic component 1, Fig. 2a consists of a diode 
bridge with integrated IGBT. This BDS variant is offered by 
the company IXYS, where the individual devices 
(semiconductor chips) had been put in a discrete package 
see IXYS, data sheet FIO-5012BD. 

- The BDS of basic component 2,  Fig. 2b and c. Here has 
been considered two possible variants of the basic 
component 2. The BDS of  Fig. 2c consists of  an inverse 
series circuit two unidirectional, emitter-sided combined 
IGBT's with antiparallel protecting diode. The mesial 
combination between the two series circuits from diode and 
IGBT is absolutely necessary since the diode bridges the  
opposite IGBT in reverse direction and carries off the stored 
charge of the serie diode during the shutdown. It is 
prevented that this is abandonend with reverse blocking 
voltage. If this cross connection is missing, it comes to a 
random dis tribution of the reverse voltage between diode 
and IGBT during the shutdown against negative voltage . 
The IGBT must include reverse voltage, that too to a high-
powered avalanche and to the destruction of the 
semiconductor leads. This switch became from available 
semiconductor devices (two IGBT modules of Semikron), 
built up in discrete form. Semikron, data sheet SKM 100 GB 
123 D. 

As a representative of the first type, a discretely set-up 
bidirectional switch made of two IGBTs with antiparallel 
recovery diode which are not capable of reverse blocking 
and are connected by their emitters was examined. As the 
second representative of the switch type number one, an 
arrangement of two IGBTs in antiparallel connection and 
being capable of reverse blocking was studied [1], [2]. Fig.3 
displays a schematic cross section of such a reverse blocking 

IGBT device. Cell structure as drawn will continue to the 
left, while the chip edge with the guard rings for junction 
termination is shown on the right. Geometry and thus mode 
of IGBT operation basically correspond to NPT IGBTs; this 
in particular means that – although the device is reverse 
blocking – voltage drop across the switch is limited to 
saturation voltage UCEsat of the IGBT - there is no additional 
voltage drop UF in any additional diode p – n junction. 

To achieve this, the NPT-IGBT structure is complemented 
by the p+ collector being folded up from the bottom to the 
top at the chip edge by means of isolation diffusion. This 
enables the IGBT’s proprietary lower p+ - n- junction to 
block a reverse voltage - the collector being negative. 
Without this measure, the junction would break through at 
the chip edge due to lack of field stop, which is the reason 
why standard IGBTs must not be connected to significant 
reverse voltage. 

A different approach is to combine a field stop IGBT [3] 
with a bridge of fast recovery diodes as depicted in Fig.4. 
Current through this kind of bidirectional switch passes two 
diodes and the IGBT. The latter being turned on, current 
flow is possible in both directions. This circuit , which has 
been integrated into a single, is olated component [4], thus 
belongs to the second group of bidirectional switches. 
Because this switch has only two states, step-commutation 
can not be used. It is either be employ it in a parallel circuit 
that takes over the load current, or use a commutation 
inductor that limits the current during the commutation. For 
further prospects see [8].  

- BDS of basic component 3, Fig. 2d, can be taken as 
Monolithic Bidirectional switch (MBS) as own switch class. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 

 

 

 

 

Fig. 3: Reverse blocking IGBT  
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That in [5], bidirectional switch being led to [6] and 
simulated characterizes to know-how of the simulation very 
well for the commitment in the matrix converter. In [7] the 
qualities special, resultant from the structure of the device 
set are demonstrated and explained his fixed operating 
conditions by means of results of numeric simulation 
circuits in detail. Also an aptitude test of the optimized MBS 
for his commitment in the matrix converter where the 
possibility of the direct switching operations is discussed 
through specific gate control methods is carried out. 
Unfortunately, such a device is not available at this time for 
test purposes yet. 

With the help of the simulation system Simplorer®, the 
commutation properties and the electric loads occurring at 
the bidirectional switches are examined. In Fig. 4, the 
commutation circuit for positive load current being the basis 
for the simulations and UN1 > UN2 are represented for the 
example of the discretely set-up bi-directional switch.  

In accordance with the one-step commutation method, the 
current commutation of the load current between the two 
network phases is executed by one switching action which 
will lead directly to the commutation. A commutation on its 
part consists of two switching operations proceeding in the 
two BDS participating in the commutation.  

In the state 0 (Fig. 4), the load current flows in phase N1 and 
through BDS1v. By the hard, active switching-off of  
BDS1v, the load current is forced to commutate to BDS2v. 
For this purpose, the BDS2v has, of course, to be switched 
on before switching off  BDS1v. Now the load current flows 
in phase N2 and through BDS2v, consequently state 1 
applies now. If  BDS1v is switched actively on now, the 
load current naturally (because of UN1>UN2), and passively 
commutates back to N1. Thus, state 0 applies now again, the 
initial state has been reached again. By means of these two 
commutation operations and the two respective switching 
operations belonging to each of them, it is possible to 
examine all types of component stress occurring under the 
given general conditions. With the help of the simulation 
system Simplorer®, the commutation properties and the 
electric loads occurring at the bidirectional switches are 
examined. In the commutation circuit for positive load 
current being the basis for the simulations and UN1 > UN2 are 
represented for the example of the discretely set-up 
bidirectional switch. In accordance with the one-step 
commutation method, the current commutation of the load 
current between the two network phases is executed by one 
switching action which will lead directly to the 
commutation. A commutation on its part consists of two 
switching operations proceeding in the two BDS 
participating in the commutation. In the state 0 (Fig. 4), the 
load current flows in phase N1 and through BDS1v. By the 
hard, active switching-off of  BDS1v, the load current is 
forced to commutate to BDS2v. For this purpose, the 
BDS2v has, of course, to be switched on before switching 
off  BDS1v. Now the load current flows in phase N2 and 
through BDS2v, consequently state 1 applies now. If  
BDS1v is switched actively on now, the load current 
naturally (because of UN1>UN2), and passively commutates 

back to N1. Thus, state 0 applies now again, the initial state 
has been reached again. By means of these two 
commutation operations and the two respective switching 
operations belonging to each of them, it is possible to 
examine all types of component stress occurring under the 
given general conditions.  

   Another commutation process is given with use of diode 
bridge BDS. It is noteworthy that this type of switch 
possesses only two switching states for which reason it is 
not possible to apply the commutation method used herein 
for this type of BDS.  For this reason, a parallel circuit is 
required  to use this component which carries the load 
current after the switching-off of the BDS until the 
switching-on of the following BDS, Fig. 4b. A second 
possibility is the application of commutation inductors 
limiting the circular current for the period during both BDSs 
are on. In both cases, additional components are required 
and additional losses will develop what will have a negative 
influence on the overall balance of the converter. The two 
possibilities are pictured in Fig. 4 

 

0 1

•  BDS 1 hard, active off

•  BDS 2 forced, passive on

1 0

•  BDS 1 hard, active on

•  BDS 2 natural, passive off

IL > 0 , UN1 > UN2  

a) 

 

b) 

 

Fig. 4: Commutation circuits, a) by commutation control,  b) with 
commutation helps 

157



III. SIMULATION OF COMMUTATION 
 
On basis of the two being led commutation circuits the 
switching behaviour and the switching-loads have been 
examined for all three BDS variants (Fig. 1 a-c) by means of 
simulation and experiment . The simulation tool Simplorer® 
was employed.   Open and behaviour-based  device models  
have been used and verified with the respective device 
parameters for dynamic modelling of the BDS. 
Unfortunately there were only few of the device parameters, 
necessary for the modelling, from data sheets, which formed 
the beginning of the simulation stage problematically. In 

order nevertheless to be able to carry out the necessary 
simulations, what succeeded in limited extent too was 
attempted to bring the needed parameters of the individual 
semiconductor devices into experience with the 
manufacturer. Kept on controlling through suitable 
measurements the semiconductors (for example by means of 
curve tracer) to be determined also important parameters so 
that finally the simulations could be carried out. Notes on 
the simulation circuit are Fig. 5 . 
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K_IUIC TKL_rsIGBT transfer characteristic IGBT 
K_DI SKL_rsIGBT saturation charactersitic IGBT 
CGE 5n  gate-emitter capacity 
CD 1.5n gate-collector junction capacity 
DU 15m diffusion voltage of gate collector capacity CD 

ECCG 2 auxilliary voltage for CD 
R_TAIL 200 tail-resistance 
C_TAIL 3n tail capacity 

LC 15n collector-leakage inductivity 
LE 15n emitter- leakage inductivity 

TABLE 1:  parameter of RIGBT  

Fig. 5: Simulation circiut for reverse blocking IGBT’s 
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In Fig.6 , the simulated curves of current and voltage for 
both commutation operations at the BDS being composed of 
two  antiparallel IGBTs with reverse blocking capability are 
represented. In principle, the above-mentioned facts also 
apply to these switching operations, with the difference that 
the additional series diode can be cancelled with this BDS 

because of the reverse blocking capability. But during the 
natural switching-off of BDS2v, a recovery current develops 
also in this case, which comes from the intrinsic diode in the 
IGBT and increases the electrical load for the commutating 
BDS1v. 
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Fig. 6: Simulation results of RIGBT’s for different commutation processes,             
a) hard active off and  forced passive on, b) hard active on and  natural passive off 
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 IV. EXPERIMENTAL RESULTS 

 
The measured curves of current and voltage for both 
commutation operations at the discretely set-up BDS are 
represented in Fig.7. In case of the hard switching-off, a 
switching overvoltage of about 350 V can be read off. This 
value of overvoltage is clearly higher compared with the 
value of the simulation results because the not ideal 
characteristics and properties of the commutation circuit in 
practical operation in contrast with the simulation where 
these characteristics and properties are ideal. 

For this reason, a low-inductance structure of the 
commutation circuit has to be always aimed at if you want 
to reduce the voltage stress of the semiconductors. In case of 
the forced switching-on of BDS2v, the short-time increase 
of the flow voltage as a result of the delayed electrical 
conductance modulation is clearly to be seen as was to be 
expected. The recovery current being driven during the 
natural switching-off of  BDS2v which is added to the load 
current and has to be taken over in addition by BDS1v is 
represented in the lower part of Fig.7. The really measured 
curves of current and voltage do on the whole meet those 
determined by means of simulation. Parasitic inductances 
and capacities within the commutation circuit do, however, 
cause higher switching overvoltages than in the simulation. 

In addition to that, these elements develop oscillating 
circuits which are excited by the fast switching operations 
which can be clearly seen in the measurements.  

The measuring results for the BDS being composed of two 
IGBTs with reverse blocking capability are represented in 
Fig.8. Here you can see in a particularly distinct way the 
influence of the leakage inductances in the commutation 
circuit. Owing to the high current change speed of about 250 
A/µs, a high voltage is induced at the leakage inductance 
during the hard switching-on which superimposes with the 
source voltage. Due to this fact, the voltage at the 
component even increases during this phase. The result of 
this effect is a high switching power loss during this 
switching operation. It is true that a relatively high power 
loss is being produced during the hard switching-on but the 
measured value is, caused by the structure of the 
commutation circuit, too high. In this case, the only help is a 
further reduction of the leakage inductance. In principle, the 
statements made in the preceding paragraph also apply to 
this type of BDS. With this BDS, the clearly to be 
recognized reverse-recovery current is driven by the 
intrinsic diode of the IGBT capable of reverse blocking. 
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Fig.7: Measured switching behaviour of discrete BDS modules  
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Fig.8: Measured switching behaviour of RIGBT during commutation 

Fig.9: Measured switching behaviour of diode bridge IGBT,                     
a) BDS switches on, b) BDS switched off Fig. 10:  Measured switching losses in comparison 
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 In case of the diode-bridge IGBT only two different 
switching processes are available, see Fig. 9. We can note a 
very fast switch-off and a more lossy switch-on procedure. 
Furthermore the overvoltage caused by leakage inductances 
is remarkable. The determined leakage inductances of the 
test rig is listed in table 2. Summarizing the switching losses 
of diode-bridge IGBT we obtain the best results in 
comparison with the other kind of BDS. The dissipation 
energy has been calculated from the measured voltage and 
current curves and displayed in Fig.10. 

 

In Fig. 11 the distribution of all losses arising in the 
respective bidirectional switch is represented under the 
already described general conditions. The diode-bridge 
IGBT has the highest forward losses since it exists from a 
series circuit of three devices, the switching losses are 
relatively small in relation to the forward losses. It has to be 
considered, that at this BDS the additional losses in the 
parallel circuit and/or in the commutation choke are 
included in the power dissipation balance. The  discrete  
BDS causes smaller forward losses since only two devices 
are with the current path. The forced switch-on near 
precharged gate causes a little small switching losses, since 
the current increases through the BDS first then the reverse 
voltage has declined already far. During the hard switch-off 
higher losses  can be well-founded by overvoltages induced 
at the leakage inductance. The switching losses occurring 
during the other switching operations are small under the 
considered conditions, with respect to the total losses of the 
device. At the BDS consisting of  two RIGBT's the forward 
losses are  the smallest, since only one devices is  in the 
current path. The height of the losses during the passive 
switch-off is influenced by the reverse-recovery-current of 
the intrinsic diode contained in the IGBT. The power 
dissipation arising during this switching operation in the 
RIGBT is larger than those at the in discrete form built up 
BDS are. The cause is found in the slower switching of the 
intrinsic diode of the RIGBT's in the arrangement to the 
faster, optimized free-wheeling diode. Because the RIGBT 
in hard switch-on must  load the reverse recovery current, 
also higher losses occur during this switching operation. 
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About the examined BDS following can be summarized: 

The diode bridge BDS  has structural high forward losses 
and can be employed in the complete matrix converter only 
with additional hardware  (which makes losses also again). 
The advantage of this structure is the most extremely robust 
commutation there even with serious mistakes as driver loss 
and loss of the mains voltage, always free-wheeling paths 
for the load current are available. The commitment of this 
BDS-model does not offer any further advantage which 
could compensate the high forward losses sufficiently for 
the here considered procedures for the step-wise current 
commutation otherwise. This BDS is better suitable for the 
commitment in modified device topologies (indirect matrix 
converters), as for example in the so-called converter Sparse 
Matrix  proposed and described in [9] and [10]. 

For the BDS of type 2 during the hard on- and natural off 
the highest switching losses are measured. During the forced 
switch-on only small losses arise. Only the turning rate of 
the IGBT's can be changed by variation of the gate series 
resistor, onto the switch-off procedure the size of RG does 
not have almost any influence. The overvoltages induced at 
the leakage inductance during the fast switching require the 
IGBT', so that these overvoltages must be reduced by an 
inductance-poor construction. Furthermore from these 
overvoltages considerable part of the high-powered losses is 
caused. 

The  discrete BDS come off  quite well. His switching losses 
are small due to his optimized free-wheeling diode and also 
the forward losses have an acceptable order of magnitude 
for a series circuit from diode and IGBT. The RIGBT 
achieves  the best result with the total losses, in comparison 
with the two other BDS types, Since the intrinsic series 
diode switches relatively slowly and has a quite big storaged 
charge the switching losses are high, particularly at the 
second commutation procedure. An optimization of this 
diode forms itself due to the fact, that the diode is an 
elementary part of the IGBT's difficult, is, however, with 
regard to the improvement of the high-powered behaviour of 
this BDS inevitable. Also the relatively high forward voltage 
offers a good starting point for further optimization. At this 

 

Cu-package of supply 15 nH 

Capacities (ESL) 20 nH 

2 * IGBT LCE + Lpack 80 nH 

Wire (setup) 100 nH 

Wire (measuring) 50 nH 

Current transformer core (2x) 100 nH 

Sum of leakage inductances 365 nH 

 TABLE 2: Leakage inductances of the test rig 

Fig. 11: Segmentation of power dissipation 
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time the manufacturer of the RIGBT works on the 
optimization of the switching behaviour of this device. 

Finally the total losses have been projected for the whole 
matrix converter dependent on  the switching frequency . 
This came  under the assumption that the fS > > fline- and that 
to occur the two possible commutation procedures are in 
each case 50 %, see calculation formula. The calculation 
base of the losses formed the measured power dissipation 
parts of the respective semiconductors. Those  are the IGBT 
on- and switching-losses, forward losses, switching losses of 
the diodes and also their forward losses. Caused by the 
growth of the switching (frequency-dependent) losses, also 
the total losses increase proportionally.  

The equation for determining the losses is: 
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where: 

PV_BDS_T   - total losses of a partial converter 
fS    - switching frequency 
EBDS_x_x    - dissipation energy of IGBT and diode,  
PV_BDS_D   - forward losses of the BDS (IGBT + Diode) 
PV_MUR      -total losses of matrix converter 
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The RIGBT which has the least entire losses in the 
considered frequency range loses its loss-margin 
increasingly with increasing frequency. The basis is in the 
already mentioned, relatively bad dynamics of this BDS so 
that the part of the high-powered losses with increasing 
frequency rises disproportionately. It manages to correct the 
dynamics of this BDS, then this can be used also at higher 
switching frequencies effectively. 

V. SUMMARY 
 
The highest potential of development has the reverse 
blocking IGBT for using in matrix converters. The smallest 
conduction losses occur with these IGBTs. The intrinsic 
diode switches slower than the optimised diode in the 
discrete BDS. The conduction losses offer a good starting 
point for further optimisation. For future prospects an higher 
availability of new and optimised devices for use in MC will 
be given. In the future perhaps a monolithic bidirectional 
switch is also available. 
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Abstract— The requirements in induction heating cover a wide 
range of power and frequency. Different converter designs are 
used for different applications. To reduce costs, we propose a 
modular IGBT-based coverter system, where identical inverter-
modules are combined to cover a wide range of power and 
frequency. To reduce switching losses the parallel connected 
IGBT modules are driven by a sequence control method [1].  

I. INTRODUCTION 
In former times high frequency inverters were equipped with 
electrical tubes or MOS-FET switches. The tube-inverters 
needed much maintenance and the MOS-FET inverter were 
very expensive. Today fast IGBT switches are available. 
Compared to older IGBTs, the switching times, the 
switching-off tail current and the on-state voltages have 
improved. Now IGBTs become the first choice for 
resonantly operating high frequency inverters.   
In many applications a galvanic insulation between the grid 
and the load is mandatory. Normally a high frequency 
transformer is used for this purpose. The main inductance of 
the transformer may become saturated, if the control 
imposes an offset to the voltage of the primary side. This 
control error must be avoided.  
This paper discusses the influence of parasitics in the 
experimental set-up and switching characteristics of the 
IGBTs concerning the saturation of the HF-transformer. The 
simulations are done by the simulation tool Simplorer 6.0. 
For the validation of the results a 600 V, 80 kW, 400 kHz 
resonant inverter is constructed.  

II.  SERIES RESONANT VOLTAGE SOURCE INVERTER 
The motivation to use the voltage source series resonant 
inverter is discussed in [2].  
In high frequency applications, switching losses exceed the 
conduction losses clearly. 
At hard switching applications turn-on losses dominate with 
MOS- controlled devices. To reduce these losses, zero 
voltage switching (ZVS) is introduced in high frequency 
applications. A switching frequency higher than the resonant 
frequency is employed for the series resonant voltage source 
inverter to operate in zero voltage switching mode. In this 
mode positive gate voltage is applied to the IGBT in the 
conduction period of its anti-parallel diode. After the current 
in the diode decreased to zero it commutates to the IGBT, 
which got positive gate voltage shortly before and the IGBT 
starts conducting at zero voltage, i.e. turn on with low losses. 

 
In the series resonant inverter, the IGBTs are turned off at 
iC≈20% of the peak value. In spite of this low turn-off 
current, the turn-off losses are still dominating. 
In this project, the Eupec FF200R12KS4 [6] is used. This 
module is equipped with 1200 V, 200 A fastest thin 
transparent emitter NPT type chips. The overall losses at a 
peak current of 200 A and a switching frequency of 400 kHz 
are much higher than the module’s case can dissipate, even 

with water cooled heat sink. Therefore, methods to reduce 
the losses further in one module have to be employed. There 
are two methods: Current derating and sequential control. 
It was shown in [1] that the dominant turn-off losses of the 
IGBTs decay less than linearly with the current. Due to this, 
a simple current derating is far less efficient than a 
sequential gate pulsing. 
As an example, Fig. 1 shows the principle of sequential gate 
pulsing with two modules.  
In contrast to the method of current derating, with sequential 
gate pulsing there is an additional advantage concerning the 
power demand of the gate drivers.  
 

 

A Modular IGBT Converter System for High frequency  
Induction Heating Applications 
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Fig. 1.   Sequential gate pulsing with parallel connected inverter bridges 
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The IGBT has a gate charge of 2.1 µC and a useable gate 
voltage range of –15V up to 15V [6]. The driving power 
demand is:  

P f Q V= ⋅ ⋅∆      
For the method of current derating, the driver’s frequency is 
400kHz and the power 25.2 W for each IGBT. With the 
method of sequential gate pulsing with four inverter bridges, 
the average driver’s frequency is reduced to 100kHz and the 
driving power is only 25% i.e. 6.3 W. 

III. MODULAR CONCEPT WITH DISTRIBUTED OR 
CENTRAL CONTROL UNIT 

One of the targets of this project is to develop a modular 
IGBT inverter system. The inverter bridges are designed to 
form a modular system. The signal transmission to the 
drivers is done by fibre optic links. The load current zero 
crossing signal i0_sign and the load current maximum value 
i0_max_sign are transmitted by two current transducers (Fig. 2). 
Concerning the control devices, either a distributed or a 
centralized approach may be considered. In [3], an approach 
of a distributed control system is presented. The advantage is 
the redundancy of control circuits and the easy parallel 
connection of the units. Inputs to the frequency control of 
one inverter bridge are phase angles between two voltages 
and the phase angles between the output current and voltage. 
The main difference however is the fact, that in [3] no 
sequential gate pulsing but current derating is involved.  

With sequential gate pulsing, there would be a need of 
communication between the control units of the individual 
inverter bridges, in order to pass on the “token” for the next 
active cycle. 
The current zero crossing signal i0_sign is detected by a 
current transducer, consisting of two in series connected 
transformers and a comparator. The signal of the zero 
crossing of the load current must be transmitted very 
precisely with a jitter less than 10ns. To avoid such a high 
speed communication, a centralized hardware for the control 
scheme is employed here. The modularity concerning the 

control is implemented in the software, as our controller 
mainly consists of Complex Programmable Logic Devices 
(CPLDs), which may be programmed for different number 
of modules. 
In our solution the zero crossing signal of the inverter output 
current i0 is the only input for the frequency control unit. 
Fig. 2 gives an overview. 

A. Implementation of the controller 

The digital controller is implemented on a central CPLD 
control unit. User defined input parameters are interlock- 

and leadtime The parameter interlocktime 
affects the all switches off time. With the 
parameter leadtime the propagation delays for 
the gate signal are compensated.  
These parameters can be adjusted by DIP 
switches or via a parallel bus. This two 
parameters strongly influences the IGBT 
losses (see chapter III B). The control circuit 
adapts itself to the resonance frequency of the 
load. This is necessary, because the load-
inductance is not constant. Its value decreases 
with rising work piece temperature, especially 
around the curie temperature. 
The inverter output current signal i0_sign is the 
input value of the gate pulse generation 
controller (Fig. 3). An auxiliary signal PRE 
i0_sign is generated. This signal is leading for 
the parameter PRE (= leadtime + 
interlocktime). The generation of this signal is 
done by a counter (here called frequency 

counter), that is reseted at any rising edge of the i0_sign signal. 
The maximum count value gives the time of one period T. If 
the count value is T/2-PRE, the signal PRE_i0_sign will be set 
to the low state and if the count value is T-PRE the signal is 
set to the high state. The gate pulses are deduced from the 
PRE i0_sign signal considering the interlocktime. This is done 
by an other counter (interlock counter). 

Gate Signal Generating (strongly simplified)

Counter_down
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TPeriod (K)
TPeriod (k) /2-PRE
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Fig. 3.   Operation scheme of gate signal generation 
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B. Influence of the control parameters lead- and 
interlocktime concerning the losses 

In Fig. 4 the data sheet specified time delays of the control 
circuit (with bus driver links, former communication link) 
are shown. From this time delay values the required 
adjustment of lead- and interlocktime can be deduced. A 
large part of the delay time is due to the driver and the 
IGBT. The data sheets values are valid for hard switching 
applications with the referenced gate resistance. In the set-
up discussed here the external gate resistance is 0 Ω and the 
switched off current is almost a quarter of the data sheet 
referenced current. This illustrates the differences to the 
measured values in Fig. 6.   
 
In Fig. 5 currents and voltages at IGBT T2 are shown for 
different settings of lead- and interlocktime. (Notation 
T1…T4; D1…D4 see Fig. 8).  

In Fig. 5a) lead- and interlocktime are optimised. The T1 
collector current commutates to D2 shortly before the 
natural current zero crossing. The switch-off losses will be 
low, because of the low current at the switch-off time. Next, 
the current commutates to T2 that has already a positive gate 
signal. The switch on losses are minimized. 

In Fig. 5b) the leadtime is too long. Turn-off is at a higher 
current; turn-off losses increase. 
In Fig. 5c) the leadtime is too short. T1 turns off during the 
natural commutation. The current can not flow through T2 
because its gate voltage is negative. The current will flow 
through D1 until T2 turns on. This is not a soft turn-on and 
so the turn-on losses will increase. 

In Fig. 5d) the interlocktime is too long. T1 turns off regular. 
D2 starts conducting, but the current falls to zero. The 
positive going current uses D1, as long as T2 has negative 
gate voltage. The losses in this case are high. The IGBT has 
to turn on and off in hard switching mode and additional 
switching occurs at D1. 
In Fig. 5e) the interlocktime is too short. A high current peak 
will flow through T1 and T2 simultaneously. During this, the 
full DC link voltage Vd applies to both IGBTs. Such an 
operation has to be avoided, due to the very high losses.  
 
Fig. 6 gives an overview over the losses under different 
interlock- and leadtime settings. All measurements are done 
with the same load resistance of 0.34 Ω. The output current 
control was disabled and output current may develop to its 
maximum value.  
 
If the leadtime is much to short, the maximum output current 
and, in consequence, losses decrease. The turn-on will be a 
hard one and only a reduced voltage time area is applied to 
the load.  
For a leadtime in the range of 560 – 600 ns the output 
currents achieve their maximum, but the turn-on is not at 
minimum losses. Between 600 – 650 ns leadtime has 
achieved its optimum in relation to losses and the maximum 
output current.  
If the leadtime increases over 650 ns the output current can 
not come up to its maximum and the losses decrease because 
of the lower current.  
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Fig. 4.   Delays in the control circuit (cable and CPLD delays are 
neglected)  
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If interlocktime is too low the losses increase especially at 
cooperation with a too low leadtime. At higher values of the 
leadtime the effect is less strong. The optimal tuning for 
leadtime is between 610 ns up to 650 ns and for 
interlocktime between 70ns and 110ns in this case.  The 
efficiency of the inverter shows a maximum for leadtime 
values from 600 ns up to 670 ns. The efficiency is less 
sensitive to the parameter interlocktime. In the range of 
maximum efficiency, interlocktime may vary between 70 ns 
and 150 ns. 
 

C. Controlling the output power   
To control the output power, freewheeling cycles are 
inserted. Energy is fed to the load only during intervals 
where non zero DC link voltage is applied to the 
transformer. With zero voltage engaged, the resonant circuit 
can oscillate freely. In Cycle Control Mode, periods where 
energy is fed to the resonant circuit and periods where no 
energy is transferred are mixed to control the average output 
power. In [2] advantages and drawbacks  of power control 
methods are discussed. The freewheeling paths are switched, 
when the peak value of the inverter side load current i0 
exceeds the reference value. To prevent a direct voltage 
component at the transformer, the freewheeling paths are 
switched by a flipflop alternatingly in the positive and 
negative inverter output voltage time areas. If the 
magnetization current controller and the output power 
controller are forcing freewheeling paths at the same time, 
the output power controller flipflop is not switching and 
stays in its previous state. Fig. 7 shows a simplified block 
diagram of the two control loops.  

D.  Short circuit detection and protection.  
Two kinds of short circuits  are considered in the this 
application. 
Short circuit in the IGBT bridges:  The gate drivers include 
a vCE monitoring option, that could be used for short circuit 
protection. In this application, the detection level for the vCE 
monitoring has to be rather high, as a low saturation voltage 
will not be reached within a half-cycle (1,25µs).  

Short circuit in the inductor coil: In industry applications, 
the load coil may be short circuited by melting particles of 

the work piece. The inductor coil or parts of it will be 
shorted partially or completely in this case (S1 in Fig. 8, 
completely shorted).  
Under short circuit conditions, the resonance frequency 
will increase and the failure is detected by monitoring the 
time between zero crossings of the resonant current. To 
improve the starting behaviour an error will be detected, if 
the higher frequency occurs over 2 cycles (5 µs). The 
IGBTs are constructed to resist a short circuit up to 10 µs. 
The control circuit stops the gate pulses in the next period 
and reports an error. 
 
At the left side of  Fig. 9 the normal operation is shown. 
At t = 8 µs in the experimental set-up a short circuit is 
generated by closing a contactor (S1, which is likely to 
bounce). The frequency increases and the short circuit can 
be detected by the control unit.  

IV. SATURATION EFFECTS AT THE  HF-POWER-
TRANSFORMER 

A. Mode of operation 
The transformer (Fig. 8) will saturate, if the voltage time 
areas applied to the primary winding do not add to zero. 
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Under ideal operating conditions the integral of the voltage 
is zero. Under real conditions, asymmetries may occur. The 

HF-power transformer is 
constructed to withstand  
4 half-period voltage 
time areas with the same 
sign without getting 
saturated. See Fig. 10.  
 
If the switching 
behaviour is not the same 
for all IGBTs, there will 
be an unbalance in 
positive and negative 
voltage time area at the 

primary winding. Some reasons for different switching 
behaviour are: 

- a temperature difference at the IGBT modules => 
different parameters 

- differences in the driver circuit (tolerances of the 
gate resistance, different signal propagation times 
and so on)   

- The control circuit operates with a clock frequency 
of 100 MHz => 10 ns time asymmetry is possible 

- Different DC link voltages (the simulation with the 
parasitic elements shows a voltage swing of about 
15 V). Normally the differences over a few periods 
should eliminate themselves, but this is not 
guaranteed. 

- The current measurement shunt of the IGBT 
emitter- or collector current is normally mounted 
only on one IGBT. This causes an asymmetry. 

 

B. Asymmetry in one IGBT-arm caused by measurement 
shunt 
If there is a resistive asymmetry in only one arm of the 
inverter the voltage time areas at the current transducer and 
HF-power transformer do not add to zero. See Fig. 11. 
Consequently, the primary winding gets a direct current 
component. This current forces the transformers main 
inductance to saturate and so the inductance decreases.  
If such an ohmic asymmetry occurs, the steady state current 
through the main inductance can be estimated with the 
equivalent network. 
 
A simulation of this asymmetry with a shunt resistor of 
2 mΩ shows a main inductance direct current of 
approximately 3 A, which is not critically. 

C.   Asymmetry in gate pulses duration 
If an asymmetry in gate pulses duration occurs, the voltage 
time areas asymmetry will be much higher than in B. This 
error must be avoided. Fig. 12 shows a simulation with an 
asymmetry of 10 ns. The simulation is done under 
consideration of the saturation of the transformer and 
transducers. At a value of 13 A the value of the HF-power 
transformers main inductance starts to decrease. In the 

beginning of the simulation the main inductance oscillates 
with an amplitude of almost 4 A, at 8 ms the alternating part 

of the amplitude is 14 A. The resolution of Fig. 12 is too low 
to see each single amplitude.   

Of course a transformer is not able to transmit a direct 
current steadily, but if only low voltage time areas are 
applied, it is possible for a few ms. The current iM_2.transducer 

describes the main inductance current of the 2. current 
transducer. It reaches values of  0.5 A and it starts to 
decrease at 7 ms. The resolution is too bad to see the 
alternating component of the measurement currents. 
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D. Asymmetries as a  result of the power controlling by 
freewheeling paths 
The power controlling is done by interleaving pulses and 
switching a freewheeling path. When T1 and T4 (T2 and T3) 
at Fig. 8 are conducting a voltage of 600 V (-600 V) is 
applied to the transformer’s main inductance. During a 
freewheeling path (T2 and T4 are conducting) no voltage is 
applied. If in the next half-period the DC link voltage is 
applied to the primary winding, the current in the main 
inductance will rise. By this, the next zero crossing of the 
current will be delayed by a very short time interval 
(Fig. 13).  

Depending on the control strategy the gate pulses will get an 
asymmetry too. In an earlier version of the control circuit the 
gate pulse was calculated by the duration of the previous 
half-cycle. In this case there was a positive feedback and the 
system was not stable (the instability occurs after several 
cycles). The first short time test set-up operates normal in 
the first periods. After 100 or more periods (depending on 
the adjusted reference value for the load current) the system 
failed sporadically. 
One possibility to prevent the rising of the main inductance 
current is, to switch one freewheeling period at the upper 
and lower site shifted (flipflop) or to switch two 
freewheeling phases in series. The drawback of the last 
possibility is, that discretisation of the output power is very 
rough. The flipflop method seems to be more successful. 
Fig. 16 shows a simulation. The transformer has to withstand 
2 full deviations of ∆Φ before the main inductance decreases 
strongly as a consequence of the saturation. 

E.  Comparison to other transformer applications 
In contrast to applications with lower frequencies, the high 
frequency application is critical concerning timing 
asymmetries. Even a small asymmetry adds up to a large 
voltage time area in a short time. A half-period at the normal 

operation frequency of 400 kHz is 1250 ns. The clock 
frequency of the digital control circuit is 100 MHz (higher 
frequencies seems to be possible, but they are not 
necessary). The resolution in this case is 10 ns. In relation to 
the IGBT on-time period it is almost 1%. If in this case an 
asymmetry occurs, there will be a rising ∆Φ  in any cycle of  
2 µVs. The maximum flux density (before saturation) is 
approximately 350 mT, so there could be 588 times a 
digitalisation error before the transformer starts to saturate. 
If there is an asymmetry of 10ns in a 50 Hz transformer, the 
asymmetry is only 0.0001 % of one half-period. The 
asymmetric voltage in the direct current equivalent network 
is much less in this case. 
 

F. Measuring saturation current and controlling the 
magnetization current 
To avoid saturation a feedback control is proposed. The 
magnetization current in the transformer has to be measured 
and controlled.  
Measuring the magnetization current by a differential 
current transducer 

The differential current transducer can be build very small, 
because the voltage time areas are low. The output signal 
can reach two values: differential current is positive (1) or 
negative (0). Over a normal operation cycle the value should 
be positive and negative. The losses are low and the 
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accuracy demands of the devices are low.  See Fig. 14. 
If in 4 cycles the signal iM_sign has not changed, a suitable 
freewheeling path is switched. The i0 current controller is 
active too (Fig. 15). A simulation with this detection method 
is shown in Fig. 16 under the assumption of high gate signal 
asymmetries. The effect of the output power control is 
shown in the cycles where  iM is constant at the lower part of 
the figure. The maximum value for iM  is up to 5 A (not 
critically). 

 
Measuring the magnetization current by analyzing the 
current signal i0_sign 

 
The signal i0_sign indicates the zero crossing of the inverter 
side alternating current. The resolution of this signal is 
10 ns. The transformer saturation starts at a direct current of 
about 13 A. The amplitude of the alternating current is 
200 A at normal operation. The duty cycle of the signal i0_sign  

in Fig. 13  should be exactly 50%. If in four consecutive 
cycles the duty cycle is always greater or always less than 
50%, then a suitable freewheeling path is switched. 
Fig. 17 shows a simulation using this detection method. The 
deviation will be higher as in the previous discussed method. 

V. MULTI  INVERTER BRIDGES OPERATION 
To share the losses, the inverter for continuous operation 
consists of 4 full bridges. It is possible to simulate and 
validate the commutation from one to the other module with 
two bridges. The hardware set-up has a possibility to operate 
with 4 modules, but only two are used. The modules can be 
placed at any of the 4 connectors (Fig. 18). The ac bus bar 
constitutes parasitic elements. (inductances and capacitors). 
Fig. 19 gives an overview of the simulated circuit. 
Fig. 20 shows the simulation result. The du/dt at the load 
decreases because of the additional collector-emitter 
capacitances. This could effect the losses. Further 
measurements will give information about the influence to 
the losses. 
The small gate voltage spikes of the non switched IGBT are 
due to the charge of the gate-collector capacitance. This 
capacitance is charged when the load voltage changes. The 
current flows through the gate resistor. The external 
resistance in the simulation is set to 0.5 Ω, but there is an 
internal gate resistance in the IGBT of 2.5 Ω. At a high du/dt 
of the collector-emitter voltage a displacement current is 
forced through the resistance, that generates a high internal 
gate-emitter voltage. VGE (even the internal) must be forced 
to fall below the absolute value of 20 V to avoid a gate-
emitter breakdown. One possibility to decrease the  du/dt is 
to use an external snubber capacitor, connected to collector 
and emitter at any IGBT. [5] gives an impression of the 
effects. A switch-off loss reduction of  30% seems to be 
possible. Further measurements are required to decide, if 
additional du/dt limitation measures must be taken.  
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VI. CONCLUSION: 
The influence of the variation of the control parameters 
interlock- and leadtime was investigated by simulation and 
by experimental set-up. There is a time slot of 40 ns for the 
both parameters, where the losses will be almost equal. The 
efficiency shows a flat maximum, with a low sensitivity of 
the interlocktime. The resolution of the timing should be 
better than 20 ns. If a galvanic insulation transformer is 
used, it has to withstand 2 full voltage time areas of the 
inverter output voltage in minimum. The effects of an 
asymmetrical gate pulsing to the saturation of the HF-power 
transformer are great and can not be neglected. Controlling 

the transformers saturation by switching freewheeling paths 
seems to be mandatory. Multi inverter operation is simulated 
and the experimental set-up for multi inverter operation is 
under construction.  
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Abstract— This paper described the indirect induction 

heated boiler system and induction heated hot air producer 
using the voltage-fed series resonant high-frequency inverter 
which can operate in the frequency range from 20 [kHz] to 50 
[kHz]. A specially designed induction heater, which is composed 
of laminated stainless assembly with many tiny holes and 
interconnected spot welding points between stainless plates, is 
inserted into the ceramic type vessel with external working coil. 
This working coil is connected to the resonant inverter. The 
heater is composed of two heating sections. The primary 
heating section produces low-pressure saturated steam and the 
secondary heating section generates heat distributed 
evaporating fluid from the turbulence fluid, which is flowing 
through the vessel. The operating performances of this unique 
appliance in next generation and its effectiveness are evaluated 
and discussed from the practical point of view.  
 

I. INTRODUCTION 
Induction heating has been traditionally used to heat metal 

parts in applications such as soldering, brazing, hardening 
and melting of metals.  The power from modern induction 
heating systems is so controllable, that is may be used to 
create ceramic components at temperatures in excess of 
2400oC. 

In brief, induction heating is a non-contact method of 
heating electrically conducting materials.  It involves a 
source of alternating current (the induction heater), induction 
coil (often called the work coil) and the part to be heated (the 
work piece).  

When an electrical current is made to alternate in a work 
coil, this produces an alternating magnetic field in and around 
the work coil.  If an electrically conducting part is place 
within the magnetic field, a current will be developed in that 
part (the work coil may be considered as the primary winding 
of a transformer and work piece as a short-circuit secondary 
winding). [1][2] 

 
Inducted Current

Work Coil

Work Piece

Current

Magnetic Field

 
Fig. 1 Principle of Induction Heating 

 

II. INDUCTION HEATING SYSTEM 

A. Principle of Induction Heating 
The theory behind induction heating systems is from the 

idea of a metal object being supplied with an alternating 
current. This creates a magnetic field, which in turn creates 
an induced current. This induced current heats the metal 
though its internal resistance. The density of the induced 
current is greatest at the surface and reduces as it penetrates 
the surface. This is known as the skin depth or penetration 
depth.  

Heat transfer and electromagnetics are important to 
induction heating because the properties of heat-treated 
materials depend on temperature and magnetic field intensity. 
There are three modes of heat transfer, conduction, 
convection, and radiation. All three are present in 
conventional induction heating. According to Fourier's law, 
the rate of heat transfer in an object is proportional to the 
temperature difference. 

Fourier's law is the basic law that describes heat transfer by 
conduction, 

 

)(TgradQ
cond

⋅−= λ          (1) 

 
where, Qcond = heat flux by conduction,  

λ = thermal conductivity,  
T = temperature. 

 
Heat transfer by convection is carried from the heated 

object to the surrounding area by fluid, gas or air, and can be 
described by a well known Newton's Law. This method plays 
an important role in the cooling process. 

 

)( TaTsQ
cond

−= α           (2) 

 
where, 

Qcond = heat flux density by convection, W/m2,  
α = convection surface heat transfer coefficient, W/(m2 ° C), 
Ts = surface temperature, ° C,  
Ta = ambient temperature, ° C. 

 
Heat radiation is the third mode of heat transfer. The effect 
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can be described by the amount of electromagnetic energy 
propagating due to a difference in temperature. Polished 
metal will radiate less heat than non-polished metal due to the 
emissivity of the metal. [3] 

 

B. Structure of Induction Heating System 
Fig 2. shows the structure of induction heating system. 

Inside of heating vessel in isolated pipeline the specially 
designed laminated metallic package, which can be heated by 
eddy current losses is inserted. Working coil, which is 
wrapped outside of pipeline, makes the eddy current. 
Electromagnetic induction heater can heat water or gases in 
pipeline very rapidly. 

 
 

Eddy Current

Diamagnetic Material
Work Coil

Diamagnetic Material

Work Coil

Control Unit

Laminated Metallic Package

Laminated Metallic Package

Primary Heating Part

Secondary Heating Part

 
 

Work Coil

Eddy Current

Magnetic Field

Diamagnetic Material

Laminated Metallic Material

Fluid or Gas  
 

Fig. 2 Configuration of the Induction Heating System 
 
Fig. 3 shows a laminated metallic package as heating 

material. This package is not composed of metallic wire but 
metallic plates. So in case of high temperature heating, the 
ability of electrical isolation, opening or shorting is superior. 
With this package one can obtain good temperature response 
of the outlet because the heat capability and the fluid 
resistance are small. So this appliance has many good 
characteristics. 

 
 

 
 

Fig. 3 Induction heated metallic package 
 

III. HIGH FREQUENCY RESONANT INVERTER 
 

Fig 4. shows  half bridge series loaded resonant inverter. It 
can be considered as an electrical circuit, which is composed 
of R and L that depends on the depth of isolated pipeline or 
the material of laminated metallic package. For the 
experiment a matching transformer is used between the 
working coil and the heated material. Capacitor C in Fig. 4 
compensates inductance L. To choose a working frequency is 
very important in order to drive for high efficiency in series 
resonant circuit. By using series compensate capacitor C in 
R-L circuit we can construct R-L-C series resonant circuit as 
a load. If the load is not heated up to limitation, the circuit 
constants are scarcely changed, so that we can consider just 
as R-L circuit. The series load compensator C is used under 
the same condition as to compensate L in R-L load system. If 
the turn-on resistance of IGBT is greater than R in R-L load, 
the series resonant circuit is more effective. In other case the 
parallel resonant circuit is more effective. [4] 
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Fig. 4 Half-bridge resonant inverter 
 
In high-power switching circuit, the arm short of upper and 

lower part of IGBT generates penetration current. The 
penetration current is caused by Push-Full driving. Because 
of turn off delay at push-full driving, upper and lower part of 
IGBT will be on simultaneously. With this reason one gives a 
delay time between upper and lower part of IGBT's switching 
operation on purpose. Usually, IGBT needs 2 ∼ 3[µs] and 
FET, which switching speed is faster than IGBT, needs 1 ∼ 
1.5[µs]. [5] 

 Table 1 shows switching conditions and inverter output 
voltages. 

 
Table 1 Switching condition diagram 

S1 S2 Controllability Vo 
on 
on 
off 
off 

on 
off 
on 
off 

impossible 
possible 
possible 
possible 

- 
VDC/2 
-VDC/2 

VDC/2 for io<0 
-VDC/2 for io<0 

 
When switch S1 and S2 are simultaneously turned on, DC 

input voltage source will be shorted. Thus switch S1 and S2 
should be switched reciprocally. When S1 is turned on, 
voltage VDC/2 is applied to the load and when S2 is turned on, 
voltage -VDC/2 is applied to the load. Additionally, it is 
allowable that switch S1 and S2 are off at the same time. In 
this case, the load voltage is determined by the direction of 
load current. That means if io is greater than 0, D2 will be on 
and vo is -VDC/2. In other case, io is smaller than 0, D1 will be 
on and vo is VDC/2. 

Fig. 5 shows high frequency full-bridge resonant inverter. 
The experimental circuit of single phase full-bridge inverter 
is made by two poles which can be independently switched. 
The construction of each pole is same as single half-bridge 
inverter. [6]-[8] 

 
 

 
 

Fig. 5 Full bridge resonant inverter 
 

IV. EXPERIMENTAL RESULTS 
 

For the experiment, IGBT modules are used, which are 
made by FUJI 2MBI100L-120. The dielectric strength of this 
module is 1200[V], 100[A]. In the primary heating part 
several capacitors (capacity 0.1[µF]) are used. The 
inductance is adjusted in the range of 100[µH] to 200[µH]. 

As a resonant capacitor polypropylene type is used which 
has good frequency characteristics. 

A diode rectifier with a non-smoothing LC filter is used, so 
that sinusoidal wave line current shaping in the utility-AC 
grid is to be easily performed without a complicated active 
PWM control. In this experiment, small capacity for the LC 
filter is used so that 120[Hz] ripple component can be 
accepted. In addition, to choose a filter power-factor control 
characteristic should be considered. In this experiment 
inductance in the range of several tens [µH] and capacitance 
of small range of some [µF] are used. 

Fig. 6 shows voltage type serial resonant switching pulse 
pattern for half-bridge inverter. Switch S1 and S2 are 
reciprocally turned on and off. The phase difference between 
the S1 and S2 is 180°. 
 

 
Fig. 6 Switching pattern of half bridge inverter 

 
Fig. 7 shows waveforms of output voltage and current of 

half-bridge inverter. 
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Fig. 7 Waveforms of output voltage and current of half 
bridge inverter 

 
Fig. 8 shows switching pattern of full-bridge inverter. 

Switch S1 and S4 are simultaneously turned on and off. As 
well as S2 and S3 are simultaneously turned on and off. The 
phase difference between S1, S4 and S2, S3 is 180°. 

 

 
 

Fig. 8 Switching pattern of full bridge inverter 
 
When the pole voltages are square waves and phase 

difference between two-pole voltages is 180°, the Fig. 9 
shows waveforms of output voltage and current of single 
full-bridge inverter with inductor L as a load. At this moment, 
output voltage V(out) of the load becomes V(DC) square 
wave as shown in Fig. 7. When square voltage is applied to 
inductor L, load current I(out) increases while 
V(out)=V(DC) and it decreases while V(out)=-V(DC). 

 

Voltage

Current

 
 

Fig. 9 Waveforms of output voltage and current of full 
bridge inverter 

 
Table 2 Input and Output Characteristics of half- and 

full-bridge 
Input Output (L-C)          Char. 

Method [V] [A] [Hz] [V] [A] [kHz]
Half-Bridge 220 6 60 200 12 23 
Full-Bridge 200 20 60 290 40 26 

 
Table 2 shows input and output characteristics of half- and 

full-bridge. 
 Fig. 10 shows structure of two-step superheating system, 

which consists of primary boiler system and secondary 
superheat generator. As shown in Fig. 10 the whole system is 
divided into two parts and connected in series. The primary 
heating part produces vapor, which is 100 [°C]. In the 
secondary heating part the vapor from the primary heating 
part is overheated to over 200[°C]. Fig. 11 shows 
experimental set up superheating system. 

 For the primary heating part and the secondary part are 
used full-bridge inverter and half-bridge inverter 
respectively.  

 

Vapor

~
Overheated 
Vapor

Water
Tank

Auxiliary
Tank

Primary

Secondary

 
 

Fig. 10 Structure of proposed system 
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Fig. 11 Experimental setup superheated system 
 

In primary boiler section, sufficient water supply is needed. 
In this experiment, a water tank with water level control 
system and auxiliary tank are mounted in order to supply 
sufficient water. 

 

V. CONCLUSION 
 

Fluid heating method using high-frequency inverter is one 
of the innovative methods of induction heating. This is 
proved in this paper by using sufficient thermal source. Fluid 
heating using induction heating is very stable and this process 
occurs not burning, so it makes no pollution and after all, the 
working environment is clean. In this experiment, input 
output voltage and current stability of each primary and 
secondary inverter superheat generator is proved. 
 Fluid heating method using induction heating is operated as 
follows. Working coil, which is wrapped outside of pipeline, 
makes the eddy current. Inside of heating vessel in isolated 
pipeline the specially designed laminated metallic package is 
inserted, which can be heated by eddy current losses.   
 The proposed electromagnetic induction heating system has 
high thermal exchange efficient and can control precisely the 
temperature. Also instantaneous heating is possible. This 
system is not a contact heating system, so that has high 
confidence. The deterioration of fluid is not occurred by scale. 
The whole heating system has compact size. 
 This induction heating method, when compared with 
conventional system, becomes more cost-effective, and has 
high-efficiency conversion, quick response and precise 
temperature control realization. Moreover, the field of 
exhaust gas cleaning system and exhaust corpuscle reducing 
system is researched by using resonant inverter. 

 In the future, studies such as controller for output control, 
material of packed heating element and protection circuit 
design are necessary. In addition, search for widely 
applicable fields on induction heating should be processed.  
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Abstract - Piezoelectric actuators, motors and transformers
are becoming more and more important. Without exception pie-
zoelectric devices are fed by power electronic converters and at
almost all applications they are operated in closed loop control.
Considering the strong interdependence between actuator,
power supply and control structure piezoelectric systems consti-
tute typical mechatronic systems the components of which can-
not be designed independently. Starting with typical applications
the paper gives a survey on resonantly operated actuators, suita-
ble power converters and adapted control schemes. 

I. INTRODUCTION 

Piezoelectric actuators are becoming more and more attrac-
tive due to their high power density in particular when oper-
ated at high frequencies and when making use of resonant
amplification in the mechanical part. But not only electrome-
chanical energy conversion is possible: Piezoelectric trans-
formers can be easily realized by implementing two pairs of
electrodes on the same piece of piezoelectric ceramics. Up to
now piezoelectric actuators have been realized with low
power only (motors less than 100 W, transformers less than 40
W), but high efforts are made to increase power ratings. 

In contrast with conventional electromagnetic actuators
piezoelectric devices do not make use of magnetic fields and
do not behave inductive. In fact their capacitive behaviour has
to be considered when designing the power supply. Further-
more the control of piezoelectric systems becomes a demand-
ing task when resonant operation is aspired. Finally it turns
out that the choice of the control structure for a piezoelectric
system depends strongly on the type of power converter. Con-
sequently a resonant operated piezoelectric system proves to
be a typical mechatronic system the parts of which cannot be
developed independently of each other. 

In the following a survey will be given on piezoelectric
actuators, on adapted types of power converters and on con-
trol schemes which match the requirements of piezoelectric
systems and the requirements being established by different
applications. For general information on piezoelectric materi-
als and devices see [1], [2]. 

II. Applications of resonant operated actuators 

A.  Sonotrodes for ultrasonic machining 

Processing of materials can be accelerated and wear of the
tool can be reduced when an ultrasonic oscillation is superim-
posed in quadratur to the cutting speed of the tool. For this
purpose sonotrodes (ultrasonic power converters) are used
consisting of a steel bar which is excited to structural reso-
nance by a piezoelectric actuator, see Fig. 1. Normally reso-
nance frequency is in the range of 20...30 kHz and reduction

of cross-section is used to increase the amplitude of oscilla-
tion at the active surface.

The surface of the
bar can be equipped
with any machining
tool like drill, knife,
cutting chisel, dental
elevator or bonding
tool at production of
chips. At other applica-
tions ultrasonic is
applied to a liquid in
which objects are
cleaned or to a gas in
which drops of liquid
are spattered.  

For excitation of
sonotrodes small vol-
umes of piezoelectric
material is required.
Sonotrodes therefore
own good power factors (0.75 ... 0.9 at mechanical reso-
nance). 

B.   Piezoelectric transformers 

A piezoelectric transformer comes into being when a sec-
ond actuator is introduced into the system as shown at Fig.
2a). Normally all the oscillating bar is from piezoelectric
material (no steel) and different shapes are possible. 

The transmis-
sion ratio of the
transformer is
determined by the
design of the pie-
zoelectric actua-
tors. The system is
operated at 
as shown by the
dotted lines of Fig.
2b). Excellent iso-
lation of primary
and secondary is
achieved if the whole bar is made from ceramics.  

Piezoelectric transformers can also be designed by using
ring-shaped ceramics which can oscillate in radial, axial or
tangential direction. They offer small size and good efficiency
and have been realized e.g. for 10 W for power supply of
handys [3]. 
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C.   Ultrasonic travelling wave motors 

At the well-known ultrasonic travelling wave motor a pie-
zoelectric ring-shaped actuator system excites a travelling

bending wave at the circumference of a circular brass disc [4],
see Fig. 3a). The actuator system consists of a piezoceramic
ring which is divided into two actuator phases and two small
sensor sections. By means of expanding and contracting zones
each actuator phase generates a standing wave at 40...45 kHz
which superimpose to a travelling wave, see Fig. 3b). The
sensors are used to measure and to control the spacial ampli-
tudes of the standing waves.  

For power take-off a rotor-ring is pressed to the circumfer-
ence of the stator-disk where the travelling wave causes a
rotary movement of the rotor. Torque is generated in a diffi-
cult way by friction which causes a poor efficiency (less than
50 %). Since a great volume of piezo-ceramics is required to
initiate the travelling wave power factors at mechanical reso-
nance  are less than 0.1. Travelling wave motors with
rated power up to 100 W generate high torque at low speed
and are in use for autofocus in cameras and in cars for adjust-
ment of head-rests and steering wheels [5].

IV. Modelling of piezoelectric actuators 

For resonant operation of any mechanical structure its
dimensions must be in the order or smaller of the wave length
appearing at the operating frequency. In this case phenome-
nons of wave propagation inside the structure must be consid-
ered. 

At sonotrodes and transformer the bar itself is oscillating, at
motors only the disc is the oscillating structure.

A.  Piezoelectric actuator with structural oscillation

Due to high frequencies the elasticity and mass of the
ceramics and steel cannot be neglected; even more, these are
essential for the resonant operation of the actuators which
make use of structural oscillations. 

The mechanism of
structural oscilla-
tions is explained
refering to the bar
shown at Fig. 4 as
used at a sonotrode,
see Fig. 1. The bar is
excited. and fixed at

 (therefore
) with

a frequency for
which  holds. At both surfaces of the bar no force and
no strain are present . Due to these
boundary conditions resonant operation is possible at an infi-
nite number of discrete wave lengths being in accordance with 

 . (1)

Due to an infinite number of discrete wave lengths (charac-
terized by order ) an infinite number of associated resonance
frequencies  exists. 

(2)

For practical design some numbers are given: According to
velocity of sound being 5,200 m/s for steel and 2,500 ... 4,600
m/s for piezoelectric ceramics wave length at a frequency of
20 kHz is 260 mm for steel and 125 ... 230 mm in piezo-
ceramics. 

For transfer of power to a load that is coupled to the bar’s
surface strain as well as deviation must be present at the posi-
tions of the actuator ( ) and of the surface (e.g. at

). These requirements can be fulfilled by a variation of
frequency and wave length. 

B.   Equivalent circuits 

Any mechanical system can be modelled by an electrical
equivalent circuit. If the system is vibratory the model will be
a resonant circuit which in case of piezoelectric actuators
proves to be of the series connected type. If structural oscilla-
tions are to be modelled each resonant frequency has to be
considered by an extra resonant circuit. This results in a par-
rallel connection of an infinite number of series resonant cir-
cuits as shown at Fig. 5 the right section of which represents
the mechanical part of the vibratory actuator. 

The meaning of the variables and parameters is as follows:
Inductance , capacitance  and resistance  represent
the inertial mass, stiffness and mechanical damping of the
actuator, respectively. 
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In general volt-
ages represent
forces while cur-
rents represent
speeds. There-
fore the volt-
ages at the
inductances ,
the capacitances

 and the
resistances 
represent the

forces accelerating the mass, stressing the elasticity and caus-
ing losses due to mechanical damping. The inner current 
represents the speed of actuator and load while the output
voltage  represents the external force  being applied to
the surface of the actuator. If  the output of the circuit
is shorted. . 

At the left side of the equivalent circuit, see Fig. 5, the elec-
tric features of the actuator are modelled: The energy stored in
the electric field and the dielectric losses of the ceramics are
modelled by capacitance  and resistance . 

C.   Equivalent circuit for resonant operation 

For the discussion of suitable power converters and control
schemes the model of piezoelectric actuator can be simplified
as follows: First, resistance  can be neglected due to small
and unimportant piezoelectric losses. Second, only one series
resonant circuit of Fig. 5 needs to be considered as far as only
one resonant mode is excited by application of sinusoidal
voltage and/or current. Last not least, the load being applied to
the actuator can be approximately modelled by a linear
impedance which is connected to the output of the equivalent
circuit. Equivalent inductance , capacitance  and resist-
ance  of the load can be combined with the accordant
devices of the actuator , , . Resulting parameters
are 

(3)

Finally we get the equivalent circuit shown at Fig. 6a)
which is reduced to the circuit of Fig. 6b) if the operation fre-
quency matches the resonance frequency of the actuator. 

IV. POWER CONVERTERS AND CONTROL 

To transfer the net power to the mechanical output with
minimum stress of the mechanical part piezoelectric actuators
should be operated as close as possible to a resonance fre-
quency. This means that one mode of oscillation (order ) has
to be chosen; normally the lowest order ( ) is used. As a
result fundamental frequency of the power converter is deter-
mined by the resonance frequency of the mechanical system.
Furthermore sinusoidal input voltage and current have to be
delivered by the converter and consequently equivalent cir-
cuits of Fig. 6a) can be used to model piezoelectric actuators
for design of power converters and control schemes. 

The frequency characteristic of the input admittance of this
equivalent circuit is shown at Fig. 7. Due to three reactive
devices two resonance frequencies are existing. 

. (4)

Series resonance ( ) is determined only by the mechani-
cal part of the system. At this resonance input impedance of
the equivalent circuit is low which means that low input volt-
age and high input current  are required to deliver the
power demanded by resistor  representing load and losses.

Parallel resonance ( ) depends additionally on the
capacitance of the piezo-ceramics. In contrast with series res-
onance high input voltage and low input current are required.
Note that  is always higher than . With regard to high
voltage levels required by piezoelectric actuators operation at
series resonance is normally preferred. 

In case the system is operated exactly at series resonance
the input admittance of the actuator can be seen from Fig. 6b), 
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(5)

When the system is investigated in detail the ratio of the
reactive and the active part  proves to be an
important parameter by which two classes of systems can be
distinguished [10]: Admittance ratio  indicates whether the
input behaviour of the system is determined by the mechani-
cal resonant part or by the piezoelectric capacity of the actua-
tor. 

If  holds two frequencies exist at
which the imaginary part of the input admittance disappears
and  holds, see Fig. 7. As a result no reactive
power is required by the actuator when operated at one of
these frequencies. Condition  normally exists at sono-
trodes where the actuator itself forms the oscillating structure. 

In contrast at systems with  the input
admittance has a capacitive imaginary part at all frequencies.
This is the case with ultrasonic travelling wave motors. At
these motors a rather great volume of piezoceramics is
required to excite oscillation of the stator disc and causes a
great piezoelectric capacitance. Consequently these motors
always have a high demand for reactive power. 

V. POWER CONVERTERS AND CONTROL 
SCHEMES FOR piezoelectric ACTUATORS [10]

Power supplies for piezoelectric actuators normally are DC
link converters, see Fig. 8. 

Between the actuator and the inverter a filter with at least a
series inductor must be inserted to decouple the capacitance of
the actuator from the voltage source inverter. 

 For realisation of the inverter stage half bridge and full
bridge as well as push-pull converter can be used, see Fig. 10.
For the design of the filters and the operation of the inverter
stage two basic possibilities are existing.

Furthermore attention must be paid to the low order har-
monics of the fundamental frequency because these may

excite unwanted oscillation modes which impair proper oper-
ation of the system. 

Last not least in most cases the output must be separated
from the input by a transformer. In many cases this device is
inserted between the inverter and the piezoelectric actuator
and therefore has to be designed in accordance with the trans-
mitted apparent power. 

As already mentioned two basic alternatives for the design
of the filter exist which results in different features of the sys-
tem. 

A.  PWM converters 

As is generally known low order harmonics can be avoided
by operating the inverter at high switching frequencies at
which low current ripple can be achieved with small filter
inductors [7]. By use of a suitable control structure in combi-
nation with PWM sinusoidal input current can be applied to
the actuator causing voltage also to be sinusoidal. 

The frequency characteristics resulting from the actuators
capacitance and the small series inductor shows a resonance
appearing at a frequency far beyond the operating frequency

, see Fig. 11. Due to this fact parameter variations of the
resonant circuit hardly influence the output voltage of the fil-
ter. Such variations can be caused by the actuator’s capaci-
tance which depends on temperature or by the load. In Fig. 11
also the frequency response can be seen (RC-approx.) which
results from the simple equivalent circuit of Fig. 6b). 

In case of PWM converters the whole apparent power of
the actuator has to be delivered by the inverter and its DC link
via the transformer. Due to this aspect PWM inverters are a
good choice for sonotrodes which normally have low piezoe-
lectric capacitance ( ) and low reactive power
consumption. 
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As usual with PWM converters a cascaded control structure
is used at which the current is controlled in an inner loop
while the voltage of the actuator is controlled in the overlaid
loop.

Fundamental frequency has to be set in a separate control
loop. At sonotrodes with  the phase shift
between the actuator’s voltage and current can be controlled
to zero. By this measure operation close to resonance is
achieved and transfer of reactive power is avoided. 

B.   Resonant converters 

If the power supply shall be relieved from the high reactive
power required by travelling wave motors or other piezoelec-
tric systems with  a compensating coil can be
introduced into the circuit. This inductor has to be designed in
such a manner that the actuator’s capacitance is completed to
a resonant circuit which is tuned to the resonant frequency at
which the system is operated. Two types of resonant convert-
ers having different filter structures have proved to be suita-
ble. They have the following advantages in common:

First, in principle inverter and transformer have to be
designed for the active power only which results in low size
and low losses of these devices. Second, with regard to the fil-
ter characteristic of the resonant circuits low harmonics of the
inverter voltage are suppressed and must not be eliminated by
use of PWM. Thus the switches of the power converter can be
operated with the low fundamental frequency which leads to
another reduction of inverter losses. 

Considering the power converter and the piezoelectric actu-
ator each containing a resonant systems having varying
parameters it can be expected that design of the control is a
demanding task. Additional problems arise at travelling wave
motors at which coupling between the variables of the two
phases exist which cannot be neglected [6].

Converter with low-pass characteristic (LC converter): 

A series resonant converter characteristic results when the
filter inductor of the PWM filter is replaced by a resonant
inductor [6], [9]. Consequently the circuit is identical with
that of the PWM inverter already shown at Fig. 10. Again this
circuit has a second-order low-pass characteristic. But now

the resonance peak is situated in the frequency range in which
the inverter is operated. Consequently the operating point is
strongly influenced by variations of the mechanical load 
and the actuators capacitance which depends on temperature.  

As can be seen from the output voltage of a LC resonant
converter (i.e. the input voltage of the actuator) depends
strongly on frequency. Therefore voltage control can be per-
formed by variation of frequency. By this measure the operat-
ing point is shifted on the frequency characteristic, see Fig.
12, which causes an increase or decrease of the filter’s output
voltage. Realisation of this control scheme is relatively simple
but stable operation is only possible at one side of the resonant
peak where the gradient has constant sign. Operation on the
peak, where the reactive power is minimum, is not possible. 

With regard to the great variation of frequency characteris-
tic attention has to be played to avoid undue electrical or
mechanical strain. To ensure safe operation the actuator’s
voltage is normally controlled in an underlaid control loop
(which refers to the control loop at PWM converter). 

A second possibility for controlling the output voltage of
the LC converter is to vary the rectangular input voltage of the
resonant filter. For this purpose either the DC link voltage or
the width of rectangular half waves can be varied. With these
control strategies frequency can be set independently from
voltage amplitude which makes possible to operate the system
in the peak of the resonant curve. 

Converter with band-pass characteristic (LLCC converter): 

Closed loop control of the actuator’s voltage can be
avoided by use of a filter with band-pass characteristic [8],
[9]. At this circuit, see Fig. 13, the parallel inductance com-
pensates the reactive power of the piezoelectric capacitance.
The series resonant circuit is used to complete a voltage
divider which is almost independent from frequency in the
middle of its pass band. Since only few reactive power is
delivered by the inverter devices of the series resonant circuit
can be designed for low power only.  
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The frequency characteristic of the converter’s output volt-
age is shown at Fig. 14. To achieve symmetrical peaks as
shown at the figure series and parallel resonant circuit must be
tuned to the operating frequency ( ). The
band width depends on the ratio of the capacitances

 which, for equal resonant frequencies, matches
the ratio of characteristic impedances .  

The filter of LLCC converter is more complex than a that
of LC converter. But it offers more simplicity with regard to
control. In the middle of its bandwidth, where the converter is
operated, amplitude of output voltage is almost independent
of parameter variations. That is why open loop voltage control
is possible and an underlaid voltage control is not required. As
a consequence better dynamic response is achievable than
with LC converter. 

At last a possible disadvantage is mentioned. Due to the
second resonant peak low order harmonics are not suppressed
as well as with LC converter as can be seen from Fig. 15

III. CONCLUSION 

At piezoelectric systems strong dependencies exist between
all subsections. They therefore are typical mechatronic sys-
tems which demand for an integrated design of the mechani-
cal and electrical subsystem as well as of the control under
consideration of the requirements of the specific application. 
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