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Abstract. A self-commissioning system for high performance speed and position control of electrical drives requires a
structure and parameter identification of a nonlinear mechanic as basic building block. This self-commissioning system
in combination with a new identification scheme is presented here. The identification is based on extraction of character-
istic features from the system response and evaluation of these features by self-organizing neural networks, especially
the Self-Organizing feature Map (SOM).
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1 INTRODUCTION

The speed and position control loops include the dynamics of the
mechanical transfer elements and  of the working machine to be con-
trolled, both of which show some kind of mechanical imperfections,
such as elasticity, backlash and friction. For high dynamic speed con-
trol of electrical drives these mechanical imperfections have to be con-
sidered, which implies the need for an identification of these
mechanical parameters during commissioning. But so far, application
of advanced methods for examination of structure and parameters as
well as the determination of an appropriate controller for a given
mechanic can only be performed by highly qualified personnel and can
be very time consuming. Industrial application of advanced control
methods becomes only feasible when system identification and con-
troller adjustment will be carried out almost automatically. The key of
success in a self-commissioning scheme for speed and position control
of electrical drives is a system identification that works also well in the
presence of nonlinearities like backlash and friction. 
In many practical applications it is sufficient for control design to
model the physical multi-body system as a two-mass system. This
model, shown in Fig. 1, is characterized by the following parameters
which have to be identified: Motor side inertia , load side inertia

, stiffness  and damping constant  of the elastic coupling,
total width of backlash  and parameters for Coulomb ( ) or vis-
cous ( ) friction. In this paper the damping constant and the friction
of the motor side are assumed to be very small. In contrast to the
parameters of the mechanic, the time constant of the current control
loop  and the torque constant  are usually known. Besides
these physical parameters the values 
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that are inevitable when operating in closed speed control loop. 

In contrast to conventional approaches in this article a new method for
nonlinear system identification [8] is presented which can be character-
ized by the following steps:

• Excitation of the mechanical system by a torque signal which is
adapted automatically to the properties of the plant 

• Recording the system response using only information about
motor speed and current 

• Extraction of characteristic features from system response and
evaluation of patterns with a Self-Organizing Map (SOM) [1] to
identify the system 

By sequential evaluation of different SOMs during the identification
process it is possible, in contrast to strictly model based methods, to
distinguish between different structures before performing the identifi-
cation of parameters. The different structures are given by dominant
characteristics of the mechanic, which depend of course on the para-
meters, especially on the product  and on a normalized backlash
value 1; e.g. it is valid to approximate a very stiff system
without backlash as one-mass system or to neglect small backlash for
systems with low stiffness, but not for systems with high stiffness. This
leads in comparison to Fig. 1 to reduced model structures, e.g. an one-
mass system or a two-mass system without backlash. Taking this into
account, it is obvious that the different structures are represented by
characteristic features of the system responses, which can be at first
extracted and afterwards evaluated with parameter specific SOMs dur-
ing the course of identification. Thus, a step-by-step identification pro-
cedure results.

1. The ratio ,where  is the minimal 
load torque, see [2], is a suitable measure for the influence 
of backlash on a cloosed loop control.
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• total inertia , 

• ratio of load side inertia to motor side inertia , 

• natural frequency ,

• relative damping  

• and eigenfrequency , which is for
small damping nearly the same as the natural frequency, 

can be used as more normalized values to describe the system.

Most of the identification schemes for two-mass systems presented in
the past are based on determination of continuous or discrete time
transfer functions and are thus limited to linear problems, like determi-
nation of eigenfrequency, damping and inertias [3], [4], [5]. Usually the
identification methods applied to two-mass systems assume very small
backlash values and neglect nonlinear friction effects. In some cases
Coulomb friction is considered by adding appropriate parameters to the
linear difference equation of the model, see e.g. [6]. Another way to
cope with nonlinear friction effects is to drive the system at constant
speed and to consider the friction torque as a constant external load
torque. This approach implies an already working speed controller and
estimation methods that can cope with correlated input/output signals,
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Because the identification scheme is integrated in a self-commission-
ing system, this system is briefed before outlining structure and param-
eter identification. Afterwards the validity of the proposed
identification method is checked investigating mechanics with more
than 1000 different parameter combinations in simulative studies. To
demonstrate advantages and disadvantages of the method, the results
are compared to those obtained by an iterative application of an instru-
mental variables method (IV4) [4]. 

2 SELF-COMMISSIONING SYSTEM

The self-commissioning system as depicted in Fig. 2 is proposed. It
comprises of three levels for commissioning. The lowest level, called
„Control“ is formed by the plant, which consists of the mechanical sys-
tem to be controlled and the torque controlled drive, the sensor equip-
ment and speed or position controllers. 

On the second level, called „Identification“, the system´s structure and
parameters are identified. In a more advanced version of the self-com-
missioning drive control also on-line identification in combination with
adaptive control will be feasible, which is outlined in [10],[11]. 
The highest level of this hierarchical system, called „Knowledge
Base“, controls the course of the self-commissioning process and
serves for communication with an operator, e.g. a commissioning engi-
neer. 
Its function during self-commissioning can be described as follows: 
The knowledge base selects test signals automatically, which are
applied to the system to be controlled, yielding responses for the iden-
tification of the system´s structure and parameters. For the off-line
identification process appropriate algorithms are chosen to extract
characteristic features. The analysis is carried out by SOMs. Identifica-
tion results are validated by the knowledge base and after this check
structure and parameters are indicated to the operator. The results of
identification together with control specifications fixed by the commis-
sioning engineer - e.g. decision wether speed or position control is
demanded, requirements of dynamic or stationary accuracy, etc. - are
evaluated by the knowledge base, which automatically infers a pro-
posal for the controller concept and its parameters. 
Therefore suitable control concepts have been selected (e. g. [2], [9]).
They are investigated concerning performance and operation ranges
regarding relevant control specifications. As a result rules are derived,
which are stored in the knowledge base. 
Optional an automatic on-line fine-tuning of the controller parameters
is possible after the down-load of the proposed controller concept.
Therefore a suitable optimization algorithm using a Simplex search
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Figure 2: Self-commissioning system

method [3] is implemented. Using the proposed controller parameters
as initial values, in most cases a quick, and, regarding stability, uncriti-
cal opimization is possible. 
The three levels of the self-commissioning system indicate how infor-
mation is represented. The two lowest levels work mainly on the base
of measurement data, while the transition to the knowledge base lead
to an extraction of essential information from data. This information is
presented in symbolic form, which is expressed by the symbol-data-
conversion blocks in Fig. 2. During identification process the system is
excited at the lowest level and the measurement data is recorded. The
identification algorithm, located at the second level, transforms the
data into physical parameters, which is a kind of symbolic information.
These parameters can e.g. be visualized for the operator, a task which
is performed by the knowledge base, located at the highest level.
Because the knowledge base can deal with high level (symbolic) infor-
mation, experience from commissioning engineers can be imported in
form of fuzzy-rules or by using a graphical interface. 
Because of the symbol-data-conversion the commissioning is reduced
to essential aspects, which leads to an immense simplification. 

Furthermore it is envisaged to use the results of the off-line and on-line
identification for monitoring the state of the drive system, hence con-
duct fault diagnostics. 

3 STRUCTURE AND PARAMETER IDENTIFICATION

3.1 Course of Identification 

The general course of identification, which is integrated in the self-
commissioning system, can be taken from Table 1. Except some inputs
from the commissioning engineer STEP 1 to 4 are carried out automat-
ically. 

First a suitable excitation is selected, applied to the system and its
response is recorded, which is outlined in 3.2.
The idea of STEP 2 is to split the model of the two-mass system in its
one-mass system approximation plus an additive term, which describes
the oscillation. For systems without viscous friction and without back-
lash the validity of STEP 2 can be proven analytically, because the
transfer function can be written as

(1)

Extensive simulations are showing the validity of this approach also for
systems containing backlash and viscous friction. 

Approximating the systems response  in the different sections I to VI
(see Table 1 STEP 1) yields the signal . The total inertia and
the coefficients of Coulomb and viscous friction are derived in the
same step. For this task many identification methods have been found
to be suitable, because the signal/noise ratio for determination of these
parameters is usually high; e.g. a simple least squares algorithm [4] can
be applied.

In STEP 3 structure identification based on the oscillating part of the
system response, , is carried out to
decide about the best model structure for the unknown mechanic. A
specific SOM, see Fig. 7, is well suited for structure identification and
it is used, in conjunction with the shape of the signal , to clas-
sify the following structures, see also Table 1:

• Stiff systems without backlash: (Nearly) no oscillation in the
speed signal; sometimes this classification may be wrong for
systems with a low ratio , because of weak feedback to the
motor side, caused by a very small shaft torque. 

• Elastic systems without backlash: The oscillation is dominated
by the elasticity, nevertheless there can be a negligible backlash.

• Elastic systems with backlash: The oscillation is affected by
elasticity and backlash; not only one characteristic is dominant. 
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• Stiff systems with backlash: The oscillation is dominantly charac-
terized by the effects of backlash, the stiffness is high.

For stiff systems without backlash it is assumed, that the mechanic can be
sufficiently modelled by the parameters already identified in STEP 1.
For elastic systems without backlash and stiff or elastic systems with
backlash different characteristics (see 3.3) were found to extract infor-
mation about the physical parameters in STEP 4. As long as the system
behaves almost linear, as elastic systems without backlash do, well
known standard identification methods work sufficiently, e.g. those
based on transfer function in time or frequency domain. In the presence
of backlash the SOM method proposed in this paper is applied, because
it is more robust for systems with increasing nonlinearity. 
If the system belongs to a structure with backlash, the identification of
backlash can be performed after determination of the parameters , 
and  by the method described in [7]. To utilize this method the para-
meters of the linear model have to be known to drive the system well in
speed controlled mode with a sinusoidal reference. The backlash is esti-
mated by extracting features from the motor torque, which contains
information about the backlash at that times, when the load side discou-
ples from the motor side and when the load couples in again after going
through the backlash. 

Based on our experiences it is recommended to use a similar step by step
course also for identification schemes, which base on determination of
transfer functions. Of course, these methods will not work satisfactory
for systems containing not negligible backlash. For a more comparative
study one may refer to [12].
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Table 1: Course of automatic identification (The methods outlined 
in this paper are printed in bold characters.)
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3.2 Excitation of the system

To acquire data the mechanical system is excited by an appropriate test
signal, using the torque controlled motor as actuator. A common appli-
cable test signal should have the following features: 

• simple and automatic generation

• sufficient excitation of the system without causing any damage
to machines

• applicability for a wide range of different plants

Regarding these demands, various test signals were analysed resulting
in a strategy for a step-by-step adaptation of the test signal to the spe-
cific plant. This strategy operates without having much a-priori know-
ledge about the system under test. The motor torque is altered
stepwise, depending on a limit of the motor speed , between
five discrete values  (see Table 1 STEP 1), so that
speed and position on the one hand are constrained to limited ranges
and on the other hand they are zero at the end of the test period. This is
realized by a switching speed controller and leads to an output signal,
that can be divided into six different sections, indicated by roman num-
bers I...VI. Starting with some small values a suitable excitation of the
system is found after a few iterations. Either the values  and

 are selected automatically by the knowledge base, in which
some rules for adaptation of   and   are stored, or they can
be changed by the commissioning engineer. 

In comparison to additive test signals applied to the mechanic operat-
ing in a closed speed control loop with linear controller, the used meas-
ure has the advantage, that the input signal is nearly uncorrelated with
the output. 

3.3 Characteristic features 

Fig. 3 depicts the systems responses of two systems with different
parameters. The left response corresponds to an elastic system with an
eigenfrequency of  and without backlash. In contrast the right
response belongs to a more stiff system with an eigenfrequency of

 and backlash of . Differences in the behaviour of both
systems are obvious, both in the time domain and in the frequency
domain. The idea is now to extract these obvious differences as charac-
teristic features and to find a correlation between these features and the
system´s structure and parameters. Intuitively or by some physical
insight characteristic features can be derived, which are dominantly
correlated with a single mechanical parameter. Such parameter specific
features can be evaluated by SOMs, which leads to "parameter specific
maps". These maps contain a relation between physical parameters and
features, as described in 3.4.  
The search for suitable features is an iterative procedure of extracting
features and their analysis.

In the following some characteristic features are presented that were
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used to train the SOM for structure recognition, see STEP 3, and the
SOM for identification of eigenfrequency, see STEP 4. 

Characteristic features for identification of eigenfrequency

To extract the dominant frequency of the system, features in the fre-
quency domain are extracted. They are calculated as follows: 
Basis of extraction is the oscillation signal  of the system
response, as shown in STEP 3 of Table 1. The system´s response

 of each section (see STEP 1) is transformed into the fre-
quency domain by performing a fast Fourier transformation (FFT),
which is normalized to the range . For linear elastic systems
the eigenfrequency is given by the dominant frequency  of the FFT,
e.g.  in Fig. 3(a). To detect also the eigenfrequency
for systems containing backlash, e.g.  in Fig.
3(b), more advanced preprocessing becomes necessary. 
Due to the varying number of samples in the frequency domain
depending on the length of the time signal the frequency samples are
reduced to a fixed number of 25 by summing and weighting neigh-
boured samples. The ratio of window width of summarized frequency
samples and middle frequency of a window is constant, which ensures
an equal window width when plotted in logarithmic scale. This results
in the bars plotted in the lower part of Fig. 3. Calculating mean values
over all six signal sections, the heigth of the resulting bars are forming
the feature vector. Additionally the feature vector is completed by the
index position of the highest spectral amplitude. Altogether the feature
vector for detecting the dominant frequency consists of 26 components.

Characteristic features for structure recognition

Another feature vector is used for structure recognition, where the nor-
malized backlash value  was found as suitable measure for the influ-
ence of backlash. Here features in the frequency domain are used, too.
Because the value of dominant frequency is insignificant in this con-
text, a normalized time signal is basis of calculation, derived from the
oscillating term  of each section. After estimation of the domi-
nant frequency in the time signal it is downsampled to yield a mini-
mum of 10 samples per oscillation period. The first two periods of the
resulting signal are transformed into the frequency domain, where the
main peak is always at , as shown in Fig. 4.

Fig. 4a has been calculated from the system response of the purely
elastic system. There is only one significant amplitude at ,
but in contrast Fig. 4(b) shows additional spectral lines at double and
tripple dominat frequency due to the triangle like oscillation caused by
backlash. The spectrum is normalized to the signal energy to calculate
the feature vector, which leads to an amplitude of nearly one at the
dominant frequency caused by harmonic oscillation and a decreasing
value when the signal contains higher harmonics. The feature vector is
composed of 8 samples in frequency domain indicated by the small cir-
cles in Fig. 4 using amplitudes at dominant and higher frequencies.

3.4 Use of Self-Organizing Maps for identification 

Because SOMs are used for identification some of their special fea-
tures are summarized below: 

In order to analyse patterns extracted from system responses SOMs are
used which were developed by Kohonen [1]. The SOM is a special
neural network, composed of a two-dimensional rectangular array of
neurons, forming a competition layer. A single neuron is represented
by a n-dimensional vector, called the weight vector , symbolized by
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the cylindrical object in Fig. 6. The objective of the map is to learn the
structure of the n-dimensional input space and to reflect it on the two-
dimensional map. Normally n is larger than the map dimension. A
great advantage of this neural network type is the ability of unsuper-
vised learning, because there is no need to classify the learning data by
hand in advance. For instance, different system parameters may result
in the same system behavior, which is recognized by the map. The map
learns from the input data only and is self-organizing. This is different
to a multilayer perceptron (supervised learning) for instance, where in
the learning phase the input and the output vector is needed. 

After learning the obtained knowledge is represented by these maps
and can be used for identification. Generally the process needed for
identification can be divided into two phases, called „Training of the
map, Learning“ and „Recall of the map, Identification“, indicated in
Fig. 5 and outlined in the following. 

Training of the map, Learning: Reference data is generated by exten-
sive simulation of two-mass systems with different parameters. After-
wards characteristic features are extracted from the system responses.
For classification of different simulated models the feature vectors 
are extracted as outlined in 3.3 and then used for training the map. 

Training of the map starts with a random initialization of the weights;
every weight vector component of each neuron is set up randomly by a
number between zero and the maximum range. Then the n-dimensional
feature vectors  are combined to a learning record of  vectors. For
training the SOM the euclidean distances between an input vector and
all weight vectors have to be calculated. The neuron having the mini-
mum distance to the input vector is called best match, emphasized by
the dark gray in Fig. 6. The best match position (index bm) related to
vector  is calculated by 

. (2)

After determing the best match neuron the weight vectors  of the
best match and the surrounding neurons are adapted to the input vector
to make them more similar according to

, (3)

with the neighbourhood function  and the learning step . 
depends on the learning step  and the distance between the best match
position and the neuron to be adapted. The longer the distance the
smaller is the adaptation strength, i.e. the best match neuron is shifted
mostly to the input vector. The lighter gray in the neighbourhood of the
best match, see Fig. 6, symbolizes a decreasing value of . At the
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beginning of the learning process  reaches a wide area around the
best match, which decreases during the training. Due to this training
method the n-dimensional input space will be transformed to the two-
dimensional map preserving its topology. Neighboured vectors of the
input space will be represented near each other on the map. For identi-
fication this means, that similar systems will activate the same neurons
or clusters of neurons at recall. 

After training the SOM has to be analysed to evaluate the quality of
learning and to assign clusters of the map to structure or parameters of
all analysed systems. The assignment of map position and parameter
can be done at learning phase automatically. The feature input vector
has to be extended by non active components, which are trained as
well, but are not used for calculating the best match. Every non active
component represents a parameter of a mechanical system. A weight
vector then consists of n active and a non active elements. Eq.(2) does
not have to be changed, when the distance  is calculated
using the first  components of  only. In contrast adapta-
tion of the weight vectors, given by Eq.(3), has to be done over all

 components of . Changing the learning algorithm as
described causes an organization of the map only by using the features
of the system response (active components), but facilitates a parameter
storage at every neuron and so an easy assignment of a parameter at
recall. 

All SOMs, which have been used for identification, have a size of 40
by 40 neurons. Every parameter specific map has been trained ten
times by a record of 1800 feature vectors, which have been calculated
as described in 3.3, from 1800 system responses with different parame-
ter combinations. 

A smooth surface in Fig. 7 and Fig. 8, which are respective representa-
tions for parameter specific maps, indicates a well ordered map, and a
measure for the "degree of order" can also be evaluated numerically.
When the features used for training depend mostly on one parameter,
in this case  or , the topology preserving quality of SOMs
causes the smoothness of the parameter map. More rough parameter
maps are unsuitable for identification, and indicate that features used
for training have to be modified. In this way looking for suitable fea-
tures is an iterative procedure, for which some other tools, like U-
Matrix representation [8] are helpful, too.
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Recall of the map, Identification: The recall process is similar to the
learning phase. For identification first the response of the unknown sys-
tem is recorded. The same feature vectors as in the learning phase are
extracted from the system response and applied to the trained map. The
best match neuron concerning to the input vector is calculated by
Eq.(2) but active components are used only. Due to the relation
between map position and parameter, which has been stored in the cor-
responding non active component during learning phase, it is possible
to identify the unknown system. 

4 RESULTS

In order to quantify the suitability of the identification method depend-
ing on the mechanical parameters, simulative investigations were per-
formed for a large number of two-mass systems. The limited resolution
of industrial position sensors was considered in the simulations to take
into account real measurement noise. 
To assess the results, they were compared to those, obtained by an iter-
ative application of an instrumental variables method (IV4) [4], which
was adapted to the given problem [12]. Although the same measure-
ment data recorded in STEP 1 is used for the IV4-algorithm and the
SOM method, the comparison depends of course on the "degree of
adaptation". Therefore the conclusions derived from the following
comparison can only give tendency statements. 

The immense data set requires a statistical evaluation which is per-
formed  in two steps:
First the estimation errors for each parameter (relative or absolute
errors) are plotted for all simulated systems. Because every simulation
number  corresponds to a specific system, it is possible to sort the
results by a specific physical parameter or normalized value. This kind
of visualisation allows a rough overview of the error tendencies, as
shown e.g. in Fig. 9. Here the identification results for eigenfrequency
mainly depend on the normalized backlash value . The IV4-method
works well up to . These are mainly systems without backlash
or with slight backlash and low eigenfrequencies. For  the
method is very sensitive to backlash and the errors for all identified
parameters increase. This result is not surprising because for increasing
normalized backlash the model error of the linear transfer function
becomes higher. 
In contrast to this, the method SOM permits the identification of eigen-

Figure 8: Parameter map for identification of eigenfrequency 
a) Network representation 
b) Contour plot with lines of constant  
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frequency for a lot of systems for increasing  up to a relative error
smaller than 30 % (see Fig. 9). This insensitiveness to backlash leads to
the assumption, that SOMs are well suited for identification of systems
with large nonlinearities. But compared to the IV4-method there is no
section with very small relativ errors, even not for strictly linear sys-
tems. 

Similar analyses were carried out for all other parameters, finding that
identification results get generally worse for small  especially in
conjunction with high eigenfrequencies, because the oscillation of the
motor speed decreases. For quantitative assessment of such dependen-
cies and to find systematic errors the main error tendencies are quanti-
fied by calculating statistical values of the estimation errors. Mean
values, variances and recognition rates , which announce the
percentage of systems whose parameters were identified with a pre-
scribed error tolerance of x %, were found to be useful for this task.

With regard to control of weakly damped systems the values , 
and  are essential. Usually  system identification can be regarded as
"good enough" for controller design, if the relative errors of all these
parameters are smaller than a specified value. In Fig. 10 the recognition
rates , which means a maximum error tolerance of
50% or resp. 30%, are plotted for three discrete backlash values versus
eigenfrequency.  For each discrete combination  20 systems are
investigated, where the other parameters ( ) have
been varied. Thus, if all 20 systems are identified, e. g. with an error
boundary of 30%, the recognition rate  is 100%. 

For the identification with SOM´s the recognition rates are mostly
above 80%. In contrast to that, the recognition rate of the IV4-method

Figure 9: Relative estimation error for eigenfrequency 
(investigated systems are sorted by increasing )
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Figure 10: Statistical characteristics of the identification errors 
left: recognition rate for 50% accuracy; ( )< 50 %
right: recognition rate for 30% accuracy; ( )< 30 %
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is only higher than 80% for systems containing very small backlash.
Also the mean values for the recognition rate for the three different
widths of backlash are additionally given above each plot. 

5. SUMMARY

A self-commissioning system for high performance speed and position
controlled drives requires an identification method, that works well in
the presence of backlash and friction. Therefore a new identification
scheme has been presented, which is based on the extraction of charac-
teristic features from the system response and evaluation of these fea-
tures with SOMs. In contrary to transfer function based identification
schemes, which are restricted to almost linear elastic systems, these
method yields sufficient results, also for systems with backlash. 
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