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WELCOME TO GERMAN-KOREAN SYMPOSIUM 2004 AT AACHEN

Based on the Agreement between the German science foundation Deutsche
Forschungsgemeinschaft (DFG) and the Korean Science Foundation (KOSEF), joint
seminars on Power Electronics and Electrical Drives have been held severa times. At
these events, results of research were presented, new ideas were exchanged and many
contacts and visits were initialized between participating institutes.

In the past, these bilateral symposiums were organized each time in Korea where the
German attendants experienced great hospitality. Therefore, it iswith great pleasure that
the German organizers can welcome their Korean colleagues at a symposium in Germany
now.

The City of Aachen not only features an interesting old town looking back to an old and
famous history, but aso will be host to the 35th IEEE Power Electronics Specialists
Conference, PESC’ 04, in the week prior to the German-Korean Symposium. Therefore,
the attendance of the Joint Symposium can be combined with participation a one of the
greatest conferencesin our field of interest.

Realization of the Joint Symposium would not have been possible without support of
many organizations. First of al, the organizers thank DFG and KOSEF for financing
traveling and living expenses of our scientific event. We a so want to thank our industrial
sponsors - Delta Energy Systems (Germany) GmbH, Lust Antriebstechnik GmbH and
Siemens AG (Automation & Drives) - who made it possible to show a little bit of our
country and culture to our Korean guests. Last but not least, we would like to thank
RWTH-Aachen University for providing the facilities for the scientific seminar. In
particular, we like to thank the staff members of the Institute for Power Electronics and
Electrical Drives (ISEA) who, aready burdened by organizing PESC’ 04, also managed
to support us as our local organizing committee.

We hope that our Korean guests enjoy their stay at Aachen and in Germany. In name of
all organizers, we wish you an effective symposium with many interesting discussions,
which will stimulate future research and deepen contacts and exchanges between Korean
and German colleagues.

Horst Grotstollen
University of Paderborn
Genera and Technica Chair

Rik De Doncker,Stephan Buller
RWTH-Aachen University
Local Organizers

Byung-Moon Han
Myonji University
Technica Chair and Korean Liaison






CONTENTS

LISt Of PArtICIPANTS ...ttt ettt s ettt ne

Program of German-Korean SYMPOSIUM .........cc.ooiuiiiieeiiieeieeieeete et eeeeereeseaeereesreeeseesseesaneas

Contributions and speakers

Electrical Drivesin Automobiles - An Overview
Dieter Gerling, Universitit der Bundeswehr MUNChen. ...........oocooveiiiiniiiiiiieeeee e

Performance of SRM for LSEV Drive
Jin-Wo0 Ahn, Kyungsung UNIVETSILY ........cceieriirieeiieiiieniiesite et ettt e st e siteeteete it e satesateebeebeesaeeneeas

Hybrid Cars- Design, Optimization and Control

Dierk Schroeder, University Of MUNICR.......c.ccooiiiiiiiiiiie ettt 23

Torque Control of Switched Reluctance Drives

Rik W. De Doncker, AaChen UNIVEISILY .......cccecieiiiriiiiiiieeieetteite sttt ettt ettt s 30

An Optimal Efficiency Control of Reluctance Synchronous
Motor Using Neural Network with Direct Torque Control

Min-Huei Kim, Yeungnam College of Science and Technology ..........ccccceceeeviieiiieiienienienieiieeeeenn 36

Technology of High-Speed Drives

Andreas Binder, University of Darmstadt...........ccocoiiiiiiiiiiiienie et 43

A MTPA Control Schemefor an IPM Synchronous M otor
Considering Magnet Flux Variations Caused by Temperature

Kwanghee Nam, PoStech UNIVETSILY ......cc.ceriiiiiiiiiieiieesieeeiie ettt ettt ettt st steeteeneeeas 50

Advanced Hysteresis Control of BrushlessDC Motors

Joachim Bocker, University of Paderborn ...........cocuoeiiiiiiiiiiiiiiiieeeeeteee ettt 55

Experimental Precision Position Control of PM SM using
Disturbance Observer with System Parameter Compensator

Jongsun Ko, DankooK UNIVEISILY .......cccteiieiiieiieieeieeie ettt ettt sttt ettt e st steebeesbeesseenbeeneeas 60

Highly Dynamic Stator-flux-oriented Control of Traction
Induction Machineswithout Speed Sensors

Andreas Steimel, Ruhr-Universitdt BOChUIM ......coooovvviiiiiiiiiiiiie 65

A 5kW SOFC - low voltage battery hybrid fuel
cell power conditioning system

Sewan Choi, Seoul National University of TeChNOlOZY .........ccceeviiereiiiiiiiiiiieeieeriee e 74

Impedance Control of flexible Structures

Frank Palis, Otto-von-Guericke-Universitdt Magdeburg..........c.ccecvveveiieiriieniieeieeeee e 82

New Configuration of Unified Power Flow Controller
Based on H-Bridge Inverter Modules

Byung-Moon Han, Myongji UNIVETISItY.........cceeriiiriiieeiieeeiieeiieesieeeeeeesseeeieeeseeessseesssessssessssesssees 88



New High Efficiency Converter without Output I nductor

GUn-Wo00 Mo0on, KaiSt UNIVETSIEY ... .cccuteriirieiieeieestieeie et ettt site st st eteeteesbeesatesatesabeesbeesseesaeeenees

Multi-Phase Converter System as a testing gener ator
for medium power applications
Juergen Buettner, Technical University of IIMenau ............cooceeeiiriiieiiienienienieee e

Analysisof DC link ripplecurrent in three-phase
ad/dc/ac PWM converters
Dong-Choon Lee, Yeungnam UNIVETISILY .......cccceccveeriiieeriieniiieeiieerieeeeteesiteeeseeeesseesssseessessseesssseennns

Ballast Design with Integrated Circuits
J. Mario Pacas, UNiVersity Of SIEZEM .......cceerieiiiiiieiieieeieeitesite sttt ettt sttt et e bt e s esaee e

Improved Adaptive Predictive Filter for Generating Reference Signal
in Active Power Filters
Seung T. Baek, Myongji UNIVETSILY ......cceeveuieeriiriiieenieeeciieeeieeeieeesteesseeessseesseessssessssesssssesssessnsees

" Sensorless' Control of 4-Quadrant-Rectifiers
for Voltage Source Inverters (VSl)
Ralph Kennel, University of WUPPETTal ........c.coovviiiiiieiiieeeie ettt etee ettt e e e ennas

A Novel Control Method for the Compensation Voltages
in Dynamic Voltage Restorers
Hyosung Kim, Cheonan Technical COlIEge...........ccocuvirriiiiiiieiiieeiie ettt

New Concept for High Voltage Modular Mulilevel Converter
Rainer Marquardt, Universitidt der Bundeswehr Minchen ............ccccoocvvveiiiiciininiieceeeceee e

Analysis of Power Quality for a Fuel-Cell System
based on Multilevel Converter
Yoon-Ho Kim, Chung-Ang UNIVETSItY........ccceiiierieenieiieeie ettt esieesite sttt sttt te e b e st e saee e

Investigation of Practicable Bidirectional IGBT
Switchesfor Using in Matrix Converters
Wilfried Hofmann, University of ChemMnitz ............ccccoeiuiiiiiiiiniieeeieeeeeeste st

A Modular IGBT Converter System for High Frequency
Induction Heating Applications
Peter Mutschler, University of Darmstadt ...........cocuoeriieiieiiinienieeeeeeete e

Development of Heater Using I nduction Heating Based
on a High-Frequency Resonant I nverter
Kee-Hwan Kim, Semyung UNIVETISILY ........cccveerieiiiieeiieerieeeiieeseieeeieessaeesseessneeesseeessnessseessssessnses

Supply and Control of Piezoelectric Systems
Horst Grotstollen, University of Paderborm ...........ccoocuiiiiiiiiiiiiiiiieeeeeee e



Participants of Joint Symposium

Organizers

Horst Grotstollen
University of Paderborn
Generd and Technicd Chair

Rik De Doncker
RWTH-Aachen University
Organizer

German Speakers

Prof. Dr. Andreas Binder

Institut fur Elektrische Energiewandlung
Technische Universitét Darmstadt
Landgraf-Georg-Stral3e 4

D-64283 Darmstadt

Tel.: +49-6151/ 16-2167

Fax: +49-6151/ 16-6033

E-Mail: abinder@ew.tu-darmstadt.de

Prof. Dr.-Ing. Joachim Bocker

University of Paderborn

Faculty EIM-E

Power Electronics and Electricd Drives
D-33095 Paderborn, Germany

Tel.  +49-5251/60-2209

Fax:  +49-5251/60-3443

E-Mail: boecker@leaupb.de

1 4
1B
Byung-Moon Han
Myonji University
Technica Chair

Stephan Buller
RWTH-Aachen UniversityL ocd
Loca Organizer




Dr .-Ing Juergen Buettner

Technica University of IImenau
Department Power Electronics and Control
PO BOX 100565

D - 98684 lImenau, Germany

Phone: [++49] 3677 69-2850

Fax: [++49] 3677 69-1469

Mail: juergen.buettner@tu-ilmenau.de

Prof. Dr.ir. Rik W. De Doncker

Ingtitute for Power Electronics and Electrica Drives
Aachen University

Jaegerstrasse 17-19, D-52066, Aachen Germany
Tel.:  +49(0)241 80-96920

Fax:  +49 (0)241 80-92203

E-Mail: dedoncker@rwth-aachen.de

Univ.-Prof. Dr.-Ing. Dieter Gerling

Universitét der Bundeswehr Minchen
Institut flr Elektrische Antriebstechnik
Werner-Heisenberg-Weg 39

D-85577 Neubiberg

Te:  +49-89/6004-3708

Fax: +49-89/6004-3718

E-Mail: Dieter.Gerling@unibw-muenchen.de

Prof. Dr.-Ing. Horst Grotstollen

University of Paderborn

Faculty EIM-E

Power Electronics and Electrica Drives
D-33095 Paderborn, Germany

Tel.  +49-5251/60-2206

Fax: +49-5251/60-3443

E-Mail: grotstollen@lea.upb.de

Prof. Dr.-Ing. Wilfried Hofmann

TU Chemnitz

L ehrstuhl Elektrische Maschinen und Antriebe
Reichenhainer Str. 70

D-09126 Chemnitz

Tel.: +49-371/531-3323

Fax: +49-371/531-3324

E-Mail: Wilfried.Hofmann@e-technik.tu-chemnitz.de




Prof. Dr.-Ing. Ralph Kennd

Electricd Machines and Drives
Wuppertal University,

D — 42097 Wupperta, Germany
Tel:  +49(0)202/439 1950
Fax:  +49(0)202/439 1824
E-Mail: kennel @ieee.org

Prof. Dr.-Ing. R. Marquardt

Power Electronics and Control

University of Bundeswehr

D-85577 Munich/Germany

Tel.:  +49-89/6004-2213 (Secretary)

Tel.: +49-89/6004-3939

Fax:  +49-89/6004-3944 (Secretary)
E-Mail: rainer.marguardt@Uni Bw-muenchen.de

Prof. Dr.-Ing. Peter Mutschler

Technische Universitét Darmstadt

FB 18, Institut fur Stromrichtertechnik
und Antriebsregelung
Landgraf-Georg-Str. 4

D-64283 Darmstadt

Tel.: +49-6151/162-166

E-Mail: pmu@srt.tu-darmstadt.de

Prof. Dr.-Ing. J.M. Pacas
Universitdt Siegen

Ingtitut fur Leistungsel ektronik
und elektrische Antriebe
Holderlinstr. 3

D-57068 Siegen

Tel.:  +49-271/ 740-4671
Fax:  +49-271/740-2777
E-Mail: pacas@uni-siegen.de

Prof. Dr.-Ing. Frank Palis

Otto-von-Guericke-Universitét Magdeburg,
Institut fir Elektrische Energiesysteme
Universitétsplatz 2

D-39106 Magdeburg

Tel.: +49-391/ 6718596

Fax:  +49-391/ 6712481

E-Mail: Frank.Pais@e-technik.uni-magdeburg.de




Prof. Dr.-Ing. Dr.-Ing. h.c. D. Schréder

Lehrstuhl fir Elektrische Antriebssysteme
TU Minchen

Arcisstral3e 21

D-80333 Mnchen, Germany

Tel.: +49-89/ 2892 8358

Fax: +49-89/ 2892 8336

E-Mail: dierk.schroeder@ei.tum.de

Prof. Dr.-Ing. Andreas Steimel

Ruhr-Universitét Bochum

Lehrstuhl fir Erzeugung und

Anwendung elektrischer Energie

D-44780 Bochum

Td.. +49-234/32-23890

Fax: +49-234/ 32-14597

E-Mail: Steime @eaee.ruhr-uni-bochum.de

K orean Speakers

Prof. Jin-Woo Ahn
Affiligion Kyungsung University

Phone: +82-51-620-4773
FAX: +82-51-624-5980
E-mail: jwahn@ks.ac.kr

Address 110-1 Daeyon-Dong Nam-Ku,
Busan 608-736 KOREA

Seung T. Baek

Affiliation Myongji University
Phone: 82-31-338-6563
FAX: 82-31-321-0271
e-mail: inverter@mju.ac.kr

Address Dept. of Electrical Engineering

Myongji University
38-2 Nam-dong, Yongin
Kyunggi-do 449-728, Korea
Prof. , Ph.D. Sewan Choi,
Affiligtion Seoul Nationd University of Technology

Phone: +82-11-768-6303

FAX: +82-2-972-2866

E-mail: schoi @snut.ac.kr
Address Dept. of Control and Instrumentation Eng.

Seoul Nationa University of Technology
172 Kongneung-Dong, Nowon-Ku
Seoul 139-743, Korea

-
-

i

i



Prof. Ph.D. Byung-Moon Han,

Affiliation

Address

Myongji University

Phone: +82-31-330-6366
FAX: +82-31-321-0271
E-mail : erichan@mju.ac.kr

Dept. of Electrical Engineering
Myongji University

38-2 Nam-dong, Yongin
Kyunggi-do 449-728, Korea

Prof. Ph.D. Hyosung Kim,

Affiliation

Address

Cheonan Technicd College, Korea
Phone: +82-41-550-0286
FAX: +82-41-563-3689
E-mail: hyoskim@cntc.ac.kr
275 Budae, Cheonan, Chungnam
330-717 Korea

Prof. Dr.-Ing. Kee-Hwan Kim,

Affiliation

Address

Semyung University

Phone: +82-43-649 1312
FAX: +82-43-644 2111
E-mail: khkim@semyung.ac.kr

San 21-1, Sinwoldong, Jecheon, Chungbuk
390-711 Korea

Professor, Ph.D. Min-Hue Kim,

Affiliation:

Address:

Y eungnam College of Science & Technology

Phone +82+53+650-9263
Fax +82+53+624-4736
E-mail mhkim@ync.ac.kr

1737 Daemyeung 7dong, Namgu,
Taegu Metropolitan City
705-703, Republic of Korea

Prof., Ph.D. Yoon-Ho Kim,

Affiliation

Address

Chung-Ang University

Phone: +82-2-820-5290

FAX: +82-2-812-1407

E-mail: yhkim@cau.ac.kr

School of Electrical and Electronics Engineering
Chung-Ang University

221 HukSeok-Dong, DongJak-Gu

Seoul, Korea 156-756




Prof. Dr.-Ing. Jongsun Ko

Affiligion University of Dankook

' Phone: +82-2-799-1185
FAX: +82-2-798-6132
E-mail: jsko@dku.edu

Address Devision of EEC, Dankook University,
San 8 Hannam-Dong, Y ongsan-ku
Seoul, Korea

Associate Prof. Dong-Choon Lee

Affiliation: Y eungnam University
(School of Electricd Eng. and Computer Science)
Phone: +82-53-810-2582
FAX: +82-53-813-8230
E-mail: dclee@yu.ac.kr
Address: 214-1, Daedong, Kyongsan, Kyongbuk
712-749, Korea

Prof. Gun-Woo M oon
Affiliation KAIST

Phone: +82-42-869-3475

FAX: +82-42-861-3475

E-mail: gwmoon@ee kaist.ac.kr
Address: 373-1, Kusong-dong, Y usong-gu

Tagjeon, 305-701, KOREA

Prof. Ph.D Kwanghee Nam
Affiliation : POSTECH University

Phone: +82-54-279-2218

FAX : +82-54-279-5673

E-mail : kwnam@postech.ac.kr
Address: Hyoja San-31,

Pohang, 790-784 Republic of Korea




June 26,2004

June 27, 2004

June 28, 2004

8:30- 9:00
9:00- 9:25

9:25- 950

9:50 - 10:15

10:15
10:45 - 11:10

11:10- 11:35

11:35-12:00

12:00 - 12:25

12:25
14:00 - 14:25

14:25 - 14:50

14:50 - 15:15

15:15
15:45 - 16:10

16:10 - 16:35

German-K orean Symposium 2004
on Power Electronics and Electrical Drives

June 27 - 29, 2004, Aachen, Ger many

Arrival of Korean participants

Sightseeing City of Aachen and Trip to Eifel

Scientific Program

Great Conference Room, Main Building of RWTH Aachen, Templergraben 55

Welcome and opening by President of RWTH Aachen

Electrical Drivesin Automobiles - An Overview
Dieter Gerling, Universitét der Bundeswehr Muinchen

Performance of SRM for LSEV Drive
Jin-Woo Ahn, Kyungsung University

Hybrid Cars - Design, Optimization and Control
Dierk Schroeder, University of Munich

Coffee break

Torque Control of Switched Reluctance Drives
Rik W. De Doncker, Aachen University

An Optimal Efficiency Control of Reluctance Synchronous
Motor Using Neural Networ k with Direct Torque Control
Min-Hue Kim, Yeungnam College of Science and Technology

Technology of High-Speed Drives
Andreas Binder, University of Darmstadt

A MTPA Control Scheme for an IPM Synchronous M otor
Considering M agnet Flux Variations Caused by Temperature
Kwanghee Nam, Postech University

Lunch

Advanced Hysteresis Control of Brushless DC Motors
Joachim Bocker, University of Paderborn

Experimental Precision Position Control of PM SM using
Distur bance Observer with System Par ameter Compensator
Jongsun Ko, Dankook University

Highly Dynamic Stator -flux-oriented Control of Traction
I nduction M achines without Speed Sensors
Andreas Steimd, Ruhr-Universitét Bochum

Coffee break

A 5 kW SOFC - low voltage battery hybrid fuel cell
power conditioning system
Sewan Choi, Seoul National University of Technology

Impedance Control of flexible Structures
Frank Palis, Otto-von-Guericke-Universitdt Magdeburg



16:35 - 17:00

20:00

June 29, 2004
9:00- 9:25

9:25- 950

9:50 - 10:15

10:15
10:45 - 11:10

11:10- 11:35

11:35-12:00

12:00 - 12:25

12:25
14:00 - 14:25

14:25 - 14:50

14:50 - 15:15

15:15
15:45 - 16:10

16:10 - 16:35

16:35 - 17:00

17:25
20:00
June 30, 2004

New Configuration of Unified Power Flow Controller
Based on H-Bridge Inverter M odules
Byung-Moon Han, Myongji University

Dinner at Restaurant KONAK

Great Conference Room, Main Building of RWTH Aachen, Templergraben 55

New High Efficiency Converter without Output | nductor
Gun-Woo Moon, Kaist University

M ulti-Phase Converter System as a testing gener ator
for medium power applications
Dr. Juergen Buettner, Technical University of [Imenau

Analysis of DC link ripple current in three-phase ad/dc/ac PWM converters
Dong-Choon Lee, Yeungnam University

Coffee break

Ballast Design with Integrated Cir cuits
J. Mario Pacas, University of Siegen

Improved Adaptive Predictive Filter for Generating
Reference Signal in Active Power Filters

Seung T. Baek, Myongji University

" Sensorless' Control of 4-Quadrant-Rectifiers

for Voltage Source Inverters (VS)
Ralph Kennd, University of Wuppertal

A Novel Control Method for the Compensation Voltages
in Dynamic Voltage Restorers
Hyosung Kim, Cheonan Technical College

Lunch

New Concept for High Voltage Modular Mulilevel Converter
Rainer Marquardt, Universitat der Bundeswehr M iinchen

Analysis of Power Quality for a Fuel-Cell System
based on Multilevel Converter
Y oon-Ho Kim, Chung-Ang University

Investigation of Practicable Bidirectional IGBT Switches
for Using in Matrix Converters
Wilfried Hofmann, University of Chemnitz

Coffee break

A Modular IGBT Converter System for High Frequency
Induction Heating Applications
Peter Mutschler, University of Darmstadt

Development of Heater Using I nduction Heating
Based on a High-Frequency Resonant I nverter
Kee-Hwan Kim, Semyung University

Supply and Control of Piezoelectric Systems
Horst Grotstollen, University of Paderborn

Closure of symposium
Dinner at Pizzeriala Finestra

Departure of participants

10



Electrical Drives in Automobiles — An Overview

Prof. Dr.-Ing. Dieter Gerling
Universitdt der Bundeswehr Miinchen
D-85577 Neubiberg, Germany
Email: Dieter. Gerling@unibw-muenchen.de

Abstract— Since the very beginning of building passenger cars
electrical drives are known in automobiles. Today, more than
120 electrical drives can be found running in a modern
passenger car of the luxury class. It is expected that this
number will even increase in future.

This paper will analyze the current status of electrical drives
in the automotive industry, and upcoming trends will be
described. In addition, some exemplary future applications will
be shown to illustrate the challenges and perspectives of this
part of the electrical drives industry.

L INTRODUCTION

Since the very beginning of the automotive business,
electrical drives are known being a part of the car. The
electrical traction drive, which was in use hundred years
ago, was soon substituted by internal combustion engines,
mainly because of the poor storage possibilities of the
electrical energy (a fact where pure electric vehicles suffer
from even today).

A next step was the introduction of some “fundamental”
electrical drives like starter, generator, wiper, blower and
fuel pump. These electrical drives were realized with
brushed DC-motors, and even today these functions are
mainly served by conventional DC-motors [1].

Some decades ago, electrical drives started to become one
major growing field inside the car. The applications can be
clustered into the following sections:

e Comfort (e.g. window lift, mirror and seat adjustment,
sun roof).

Safety (e.g. ABS-motor).
Drivetrain (e.g. fuel pump,
electronic throttle plate).
Traction (e.g. hybrid or fuel cell cars).

engine cooling fan,

In any case, electrical drives have to be adapted carefully to
the regarded system to generate an optimum solution. Most
often this results in a drive concept which is superior to
existing mechanical or hydraulic solutions.
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II. CURRENT STATUS

Today, in a modern passenger car of the luxury class, one
can find more than 120 electrical drives. Many of these
drives are conventional DC-motors (e.g. window lift, seat
adjustment, fuel pump, wiper, engine cooling fan, etc.). The
main reasons why (for the time being) DC-motors are
dominating the electrical drive technology in cars are:

o Costs (simplicity of the motor, existing production
facilities).

Quality (simplicity of the motor, experience over
decades in the automotive industry).

Time to market (new applications can be served by
modifying existing ones).

e  Functionality is achievable.

Today, the automobile industry is in a phase where more
and more electrical drives are used. The main driving forces
to the ever increasing number of electrical drives inside a
car are:

e The customer desire for safety, comfort and driving
pleasure forces the car manufacturer to introduce more
and more complex functions, many of them require
electrical motors or actuators.

Legislation due to ever decreasing pollution limits
forces the engineers to ever complex drivetrain designs,
resulting in more and more electrical components
(many of them being drives and actuators).

Because of the competition between the car
manufacturers more functions are introduced for
differentiation reasons. In addition the extreme pressure
on costs forces the suppliers to realize new solutions.

111 FUTURE TRENDS

A.
In the past, drive technology itself has been stimulated by:

Future Trends in Drive Technology

e Power electronics (availability and cost reduction of
devices made new drive concepts affordable).
Microelectronics (ever complex control algorithms can

be realized).



Mathematical modeling (better analytical and numerical
models result in better drive designs).

Materials (new materials like NdFeB magnets or soft
magnetic compounds open new possibilities).

These stimulations will further be present, with much
influence even on electrical drives in the automotive
industry: Drives including electronics (e.g. BLDC-drives
instead of conventional DC-motors) will become more
feasible.

Today it is estimated that the number of brushless electrical
drives in the automotive industry will increase from about 5
million pcs. per year in the year 2000 to about 60 to 70
million pcs. per year (world market) at the end of this
decade. Only partly, this new brushless drives substitute
existing DC-motors, mainly new functions or existing
mechanical functions are realized electrically. Because of
the future increased usage of brushless drives, power
electronics and microelectronics will become more and
more important in addition to motor technology. This future
development becomes obvious if the market of
mechatronics in passenger cars is analyzed, see the
following figure.

7000

6500

6000

turnover (in million Euro)

5500 -

5000 -

2003 2004 2005 2006

year

2007 2008 2009 2010

Fig. 1. European market of mechatronics in passenger cars [2].

B.  Economical Trends in the Automotive Industry

The following figure 2 (based on an evaluation published by
“Roland Berger & Partner” consultants) shows that the
value-added contained in a today’s automobile mainly is
produced by the suppliers rather than by the car
manufacturers itself. The percentage realized by the
suppliers will even increase in future, up to about three
quarters at the end of this decade.

For the percentage of the development the same trend is
visible, and in the year 2010 the same amount of
development will be done by the car manufacturers and the
suppliers.
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Percentage of Value-Added Percentage of Development

Car Manufacturer

Supplier

2005

2010 2010

source: Roland Berger & Partner

Fig. 2. Percentage of value-added and development
of car manufacturer and supplier.

C. Technical Trends in the Automotive Industry

The most important technical trend in the automotive
industry is that more and more mechanics and hydraulics
will be substituted by “mechatronics”. Some examples are
the electrical throttle plate (avoiding the well-known
bowden-cable) and the electrical steering assistance
(substituting the belt-driven hydraulic pump). The main
challenges are, to realize these functions at least with the
same quality level like before and to guarantee low costs.

Miniaturization and integration (like in many sections of the
industry) will speed up in future even in the automobile
industry. Realizing a small volume with sufficient cooling
while guaranteeing low costs are the main working areas.

The ever increasing number of intelligent subsystems
requires safe and low-cost communication (hardware and
software): the diagnosis of each subsystem will become
being a standard.

The belt-less combustion engine is another trend for future
passenger cars. With electrically driven auxiliary systems
(like water pump and A/C compressor) the power can be
easily adopted to the time-dependent required value and is
no longer determined by the speed of the combustion
engine. Thus fuel economy can be increased and emissions
reduced.

If the 42V power net will come for passenger cars, this will
have an additional impact. There are some applications,
which are only feasible with a higher voltage level than the
today’s 12V, e.g. the electrical A/C-compressor. In addition,
some conventional DC-motors will suffer from the higher
inter-bar voltage, resulting in new possible applications for
brushless drives.

High-temperature electronics will become more and more a
decisive success factor. Because of miniaturization and
integration and because of the ever increasing ambient
temperature under the hood, there is a very strong necessity
to realize electronic systems that can operate at temperatures
of 120°C and even above.



1V. EXEMPLARY FUTURE APPLICATIONS

A. Steer-by-Wire
Electrical steering systems can be divided in:

e Force assisting systems (like electric power steering).

Active steering systems, the most advanced of these is
the steer-by-wire.

In future, the steering column will be avoided by realizing a
steer-by-wire design, with dramatic consequences for the
safety concept: The electronics as well as the
electromechanics has to be realized redundantly (see figure
3). Beside avoiding space limitations under the hood, further
advantages of such systems are:

e Enhanced stabilization of the car by introducing an
additional steering angle (see figure 4).

Variable (e.g. speed-dependent) transmission of the
steering angle.

Suppression of unwanted reactions.

Improved dynamic steering.

Reduction of fuel consumption (if the hydraulic pump
will be substituted by an electrically driven pump).

BLDC motor
/ {(recundarity redundant bord net

hydraulic
valve

angle
sensors

Fig. 3. Concept of a steer-by-wire system.

Braking the wheels of an automobile on a non-
homogeneous surface means that different braking forces
are acting on the wheels, resulting in a yaw torque for the
car (see figure 4). In modern passenger cars, this yaw torque
can be eliminated or at least reduced by the ESP-system (i.e.
generating different braking forces on each wheel in such a
way that the car still moves in the desired direction). A
weakness of this system is, that only forces in the driving
direction of the car can be generated. If it is possible to
introduce an additional steering angle, then we can generate
lateral forces, that means forces perpendicular to the driving
direction of the car. With this additional degree of freedom
the ESP-functionality can be enhanced to more critical
driving situations.
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Braking on non-homogeneous surface

m Different braking forces
generate yaw torque
towards opposite lane

m Necessary steering correction
automatically done.
This guarantees straight- ||ne
driving

=) Braking forces i Lateral forces

Fig. 4. Braking on non-homogeneous surface.

B. Electronic Throttle Plate

Using an electronic throttle plate, the conventional bowden
cable will be substituted by electrical transmission of
information and an electrical actuator for positioning the
throttle plate, see figure 5 for the concept and figure 6 for an
exemplary realization.

The main advantages of such an electrical actuator for this
application are:

e In addition to the regulation of the power of the
combustion engine, it is possible to integrate different
functions like idle air control, cruise control and anti-
slip-control.

The emissions can be reduced, because the position of
the throttle plate is calculated by the control unit and it
is no longer directly determined by the driver. The
control unit takes the driver’s wish (e.g. for
acceleration) as one input signal for the calculation of
an optimized position.

In the same way, improved fuel economy can be
realized.

The installation effort is reduced, because no
mechanical bowden cable, but only electrical cables
have to be considered to be distributed under the hood.
Because of the integration of different functions and the
reduced installation effort, there could be even an
economical advantage on system level (most probably
not on component level).

Last, but not least, the driving comfort can be increased
by far. E.g. in situations, where the mechanical throttle
plate is opened or closed too far by the driver, this can
be eliminated or damped by the control unit when an
electronic throttle plate is used.



Fig. 6. Realization of an electronic throttle plate (Siemens VDO).

C. Startergenerator

The ever increasing demand for electrical energy forces the
automobile industry to introduce a new generator system,
because the well-known belt-driven claw-pole generator has
its power limit at about 3kW. One solution can be to mount
the generator directly onto the crankshaft between the
combustion engine and the gear box. If this electrical
machine is then additionally used for starting the
combustion  engine, we  have  the so-called
“startergenerator”.

The design of such a startergenerator is quite complex,
because this electrical machine has to be optimized for two
completely different operating conditions:

Starting operation (low speed, high torque, short-time
operation).
Generating mode (high speed, high power, continuous
operation).

The great advantage of such a startergenerator is that it can
be used for fuel economy improvement:
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If moderate braking power is required to slow down the
car, this can be realized by regenerative braking via the
startergenerator, and the power can be stored in the
battery (for higher braking power the realistic size of
electrical machine, power electronics and storage
capacity make regenerative braking not feasible).

In driving situations, where the power of the
combustion engine is not required (e.g. rolling with idle
speed towards a red traffic light or stopping at a red
traffic light), the combustion engine can be switched
off. Just at that moment, where the power is required,
the startergenerator can start the engine without any
time-lag.

Investigations exist, where a fuel economy improvement
(based on regenerative braking and start-stop-operation)
better than 15% for typical driving cycles are published.
This is of course a strong motivation to introduce such a
new system.

D. Further Applications

Today, there is a strong tendency to ever more electrical
drives in a passenger car: Water pump, input/output valve
actuation, A/C compressor, turbo-compressor, etc. Some of
these drives need a higher voltage level than the today’s
12V as a prerequisite, because of the high input power
(otherwise the currents become too high so that they cannot
be handled). The 42V power net could be a solution.
Despite the high effort being made by the automotive
industry to come to a common definition of this 42V power
net, at the time being it is very uncertain, if and when this
power net will be introduced. The main reason for this
uncertainty is, that the introduction of a new voltage level
rises extremely high costs and at the moment nobody
(customer, car manufacturer or supplier) is willing or able to
pay these additional expenses.

V. CONCLUSION

Coming from the historical evolution of electrical drives
inside a passenger car the current status of electrical drives
in the automotive industry has been presented.

Stimulated by the general trends in drive technology
(availability of new power electronic devices and
microelectronics, improved mathematical modeling and new
or better materials), the number of electrical drives inside a
car increased by far in the last years and will further
increase.

The main driving forces for these new applications are: The
customer desire for safety, comfort and driving pleasure, the
legislation due to ever decreasing pollution limits and the
competition between the car manufacturers (new functions
are introduced for differentiation reasons).



An economical trend in the automobile industry is that more
and more value-added and development is realized by the
suppliers rather than by the car manufacturers.

The main technical trends are: Substitution of mechanics
and hydraulics by mechatronics, miniaturization and
integration, diagnosis (intelligent subsystems), the
realization of a belt-less combustion engine, and operation
at an ever increasing ambient temperature (resulting in a
strong demand for high-temperature -electronics). In
different applications, some of these trends are mutually
dependent.

Looking into some exemplary applications (steer-by-wire
and electronic throttle plate), the above mentioned technical
trends are demonstrated. It has been shown that
microelectronics, power electronics and motor technology
have to be adapted carefully to the system to generate an
optimum solution.
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The technical trends in the automobile industry together
with the stimulations being present in drive technology in
general will make it happen, that ever complex functions
and applications can be realized electrically. Therefore, the
market potential of mechatronics in passenger cars is
enormous, please refer to figure 1.
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Performances of SRM for LSEV Drive
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Abstract — This paper presents an application of SR drive for
LSEV/(Low Speed Electric Vehicle) which is used for golf and
leisure. Two types of 5[HP] SRM and its drive system are
designed and tested. In order to have energy saving and
effective braking during deceleration, a multi-level inverter is
proposed. This is to have a high efficiency drive during
braking. For the precise switching angle control, a new type of
analog encoder is proposed. A current control is adopted for a
soft starting and an angle control in a high speed range for
efficiency. Drive characteristics and performances are shown
with test results.

Keywords - Switched Reluctance Motor, Traction drive,
Multi-level inverter, Analog encoder, Angle control, Current
control

1. Introduction

Nowadays, exhaust control is more consolidating all over
the world because of serious air and environmental pollution.
Strenuous efforts have been made for a long time. For these
reasons, some motor companies developed HEV(hybrid
electric vehicle) which has mechanical engine and motor drive
with battery. And an EV which use only battery and motor
drive is being also widely developed. Actually, the pure EV
has higher energy efficiency than engine or HEV and an
advantage for reduction of air pollution. Although The EV
system has a high cost of battery and lack of charging infra,
various EVs are being developed for leisure and medical care.

Because of reliability and mechanical strength, brushless
type motors such as induction and permanent AC motors are
much considered as EV traction. Recently SRM(switched
reluctance motor) is being investigated for EV application due
to a mechanical strength and cost advantages.[1] The SRM is
a simple, low-cost, and robust structure suitable for variable-
speed and traction applications.[2]. In addition, the SRM has
high power-to-weight and torque-to-weight ratio and a wide
speed range and excellent starting characteristics. Therefore it
is fitted for traction drives such as electric car which is
frequently stopped and started.

In this paper, The SRM drive system is studied for LSEV
used for leisure and golf. First, in the restricted space and
dimensions, design of the motor is implemented to satisfy the
requirements. From a CAD and a FEM analysis of efficiency
and output characteristics according to the rotor and stator
structure, detailed design parameters are determined.

16

Dong-Hee Lee
Otis-LG,
Changwon, Korea
dhlee@hanmail.net

In order to have an effective regeneration at deceleration and
braking, a novel multi-level inverter is introduced. The
proposed multi-level inverter is suitable to excite and
demagnetize a phase rapidly. And, a single-pulse exciting
method is introduced to prevent the decrease of efficiency and
torque at the light load.

In addition, a new low-cost analog encoder for precise
switching angle control suitable for this drive is presented, in
which the switch on-off angle is controlled with a simple
circuit. In the proposed switching technique, the resolution of
switch on-off angle, different from the general methods, is not
affected by the sampling period of a microprocessor and the
speed of a motor; hence, the on-off switching angle control
can be always carried out at any desired positions.

2. Configurations of LSEV and Specifications

Fig. 1 shows the configuration of LSEV concerned in this
paper. This configuration is simpler than that HEV because
engine control system is not required. The main power source
is battery which is controlled by a BMS(battery management
system) and battery charger, and regenerative energy is
returned back to a battery during braking and deceleration.

It has rear drive system which has a 10 : 1 gear box to
transfer the driving power from the motor to wheel shaft. The
maximum speed is 40[km/h] at street mode and 20[km/h] at
golf mode.

Fig. 1 Configuration of LSEV system

The required maximum speed of the motor can be easily
obtained from the maximum speed as follow.

_ LSEV Speed -77-1000

= 1
rm_ max 272'-D'60 ( )

where, LSEV Speed : required maximum speed [km/h], 77 :
gear ratio, D : diameter of wheel[m]



In this application, the motor speed to satisfy the drive
speed is about 3600[rpm]. Table 1 shows the specifications of
the motor for LSEV.

Table 1. The specification of SRM for LSEV

Output power 3.5[kw] continuous, 9[kw] 2minutes
Voltage 72[V] (50 ~ 90[V])

Torque 10[Nm] at 4000rpm, 22[Nm] at 2000rpm
Weight 16[kg] below

Size 180[mm] x 190[mm] below

Insulation H grade

Cooling Air cooling

Efficiency 80% over

The size and weight of the motor drive system are restricted
by vehicle space and the supply voltage is determined by the
battery.

3. Design of Motor for LSEV
3.1 Basic principle

The SRM is a doubly salient, singly excited machine and
the developed torque is produced by the reluctance variations.
The torque is proportional to the square of switching mmf
current and the gradient of phase inductance according to
rotor angular position as shown in (2).

W(,i) _10L0,1) .
00 2 00

T(0,i) = (2

where i denotes a phase current and L(&) is a nonlinear
inductance profile as a function of angular rotor position.

The instantaneous voltage equation depends on nonlinear
winding impedance and phase current as follow.

di(0)
d6

dL(0)
do

V(0)=R-i(0)+L(0) 3)

+i(8)

where the first in the right terms is resistance voltage drop, the
second is reactance voltage drop, and the last is the back
speed e.m.f which can be converted to mechanical energy. In
the instantaneous voltage equation, a phase current for torque
production depends on a winding impedance, a speed e.m.f., a
switching-on/off angle and an applied voltage. The first and
second factors depend on the motor and operating speed. The
third and last factors can be adjustable in the controller with
proper control algorithm. Therefore, The design parameters of
the motor are determined with the restricted supplied voltage
and rated speed in the actual application. And the advance
angle and applied voltage could be controlled appropriately to
have a stable and high efficiency drive.

3.2 Comparisons of Design Results

Although there are some advantages of SRM, the actual
application is much restricted because of acoustic noise and
mechanical vibration. The design specifications have some
requirements such as torque and speed, and restricted term
such as supply voltage and dimensions. The design process of
SRM is different from that of conventional DC and AC
motors. Because SRM uses reluctance torque and the
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characteristics are differ greatly according to the selection of
stator and rotor poles.

The general combinations of stator and rotor pole arrays are
6/4, 8/6, 12/8 and 16/12. However 8/6 and 16/12 SRM are not
preferred for LSEV application because of the complexity of
four-phase inverter and cost. In this paper, the characteristics
of 6/4 and 12/8 SRM are compared and tested.

Fig. 2 and 3 show the FEM analysis and comparison of 6/4
and 12/8 SRM according to stator and rotor pole arc, stroke
angle(e o), and yoke ratio. The analysis results show that the
torque and efficiency of 6/4 SRM are higher than that of 12/8
SRM.

(a) Motor notations

Efficiency[% ]

Torque[Nm ]

(c) 12/8 SRM

Fig. 2 Performance comparisons of FEM analysis according
to rotor and stator pole arc
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(a) Torque and efficiency of 6/4 SRM
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(b)Torque and of 12/8 SRM

Fig. 3 Performance analysis according to rotor and stator yoke



Fig. 4 shows the simulation result of acoustic noise of 6/4
and 12/8 SRM. The acoustic noise of 12/8 SRM is lower than
6/4 SRM because torque ripple and rebounding force of 6/4
SRM is higher than that of 12/8 SRM at the switching off
instant.
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Fig. 4 Simulation result of acoustic noise

From the analysis, the final dimensions are determined with
the satisfied conditions of requirements. Table 2 and Fig. 5
show the detailed design parameters which are from the
analysis of characteristics according to the parameter
variations.

Table 2. Design parameters of the prototype SRM

Motor 6/4 | 12/8 | Motor 6/4 12/8
Ns 6 12 | Nr 4 8
Stator pole arc [deg] 34 14 [Rdoetgo]r pole arc 36 16
Dia. Stator[mm] 138 | 138 | Dia. Rotor[mm] 76 76
Stator yoke[mm] 14 16 | Rotor yoke[mm] 9 11
Airgap[mm] 0.25 | 0.25 | Stack length[mm] 100 100

Turn per phase[mm] 11 20 | Dia.Conducor[mm] 1.9 1.7

Performances of 12/8 SRM are better than those of 6/4
SRM in the view of torque ripple and acoustic noise. However,
6/4 SRM are better in view of torque and efficiency
characteristics.

" (a) 6/4SRM

118

-

)

(b) 12/8 SRM

Fig. 5 Cross sectional dimensions of prototype SRM

Fig. 6 shows the photograph of prototype 6/4 and 12/8
SRM. In order to verify the effectiveness of the proposed
SRM system in LSEV application, the prototype 6/4 and 12/8
SRM with analog encoder and multi-level inverter is tested.

Fig. 6 Prototype 6/4 and 12/8 SRM

For the switching angle control, 2-channel, 10bit D/A
converter and TMS320F241 DSP controller are used. The
calculated switching-on angle as a digital data is out to the a
channel of D/A converter as an analog data, then the
switching-off angle is out to the other channel of D/A
converter.
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Fig. 7 Acoustic noise measurement of prototype SRM

Fig 7 shows the measured acoustic noise comparison of
prototype SRM. As shown in Fig. 7, experimental result
shows that higher acoustic noise in 6/4 SRM than in 12/8
SRM.

Fig. 8 shows measured efficiency of prototype SRM
according to speed and exciting angle. From the FEM analysis,
the efficiency of 6/4 SRM is higher than that of 12/8 SRM.

() 6/4 SRM

(b)12/8 SRM

Fig. 8 Comparison of efficiency according to speed and
exciting angle

4. The Multi-level Inverter

4.1 Excitation Control
For the proper application of SRM to a LSEV, a high

18 performance and a stable inverter system is required. The



classic inverter is very simple and effective but the control of
the regenerative mode is not easy. The regeneration is
essential in the EV application because of energy efficiency
and dynamic braking in deceleration operation.

In this paper, a multi-level inverter topology is proposed to
magnetize and demagnetize quickly in the motoring and
regenerative mode with flat-topped current. Fig. 9 shows the
proposed excitation voltage level in the motoring and
regenerative mode. The high C-Dump voltage is used to build-
up current quickly and to extinguish current fast when the
switch-off occurs and also to build-up generating current
quickly.

When SRM is operated in single-pulse mode in
regenerative mode, it is difficult to develop the rated output. A
discontinuous PWM mode is used to improve regenerative
power.

Motoring Regenerative
Mode mode
C-Dump
DC-Link (e L
a" \‘\
. -} \\\\\\
. R - S \\\
—— RS
0 (—r— LI L1111
Time
-DC-Link
-C-Dump

Fig. 9 5-level excitation voltage control

In order to satisfy these conditions, a circuit is proposed as
shown Fig. 10, which is able to impress a high voltage for
building-up current and a source voltage for motoring and
regenerative operating.
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Fig. 10 The proposed 5-level inverter

The operations can be separated into four modes and the
circuit of each mode is shown in Fig. 11.

(@) Mode 1:

When Q.. Q,c,Q, is switched on, the capacitor voltage is

impressed on phase winding. The high C-dump voltage which
is charged in the capacitor, is used effectively to quickly build
up phase current in motoring mode without excessive
advanced angle for proper flat-topped current.

(b) Mode 2 :
When Q,.,Q, is switched on, the D.C. link voltage is

impressed on phase winding. When the phase current is PWM

controlled, the higher C-dump voltage is not good for smooth 1

current control. This mode is proper for current control
method.

(c) Mode 3:
When Q, is switched on, a commutation circuit is

consisted by diode D, such that zero voltage is impressed on
phase winding. This mode is proper for current control

method.
Mode 1 Mode 2 Mode 3
A
DAC
]
(@ Vv, =V; (b) vV, =V (©)v,=0
Mode 5
Y-
Qo

(d) v, =V, (&) Vo =V

Fig. 11 Operation modes of the proposed 5-level inverter

(d) Mode 4 :
When switch is turned off completely, the circuit is
consisted by diode D,, D,,D,. such that the opposite

polarity of capacitor voltage is impressed on phase winding.
The high negative C-dump voltage is effective to extinguish
current fast when the switch-off action.

(e) Mode 5:
When Q,,, is switched on, the negative sign of the source

voltage is impressed on phase winding. And the recovery
energy is transfer to the side of the source.

The operation of this circuit is able to be selected by switch
Q.. from source and C-Dump voltage and in the regenerative

region, though the regenerative is lasted for a long time, the
recovery energy is transferred to the source without chopper.
This is different from a conventional method of a C-Dump
circuit.

In the proposed control method, the fast response has the
same characteristic as the delta modulation method and it can
operate as a constant switching frequency.

4.2 Switching Topology of Multi-level Inverter

With the proposed multi-level inverter, an additional
freewheeling mode is added to achieve a near unity energy
conversion ratio which is very effective under the light load.
The stored energy of a motor is not recovered to the source
but transferred as mechanical power that is generated by phase
current and back-emf. If the increasing period of inductance is



sufficiently large compared with the additional mode, the
stored field energy in inductance can be entirely converted
into mechanical energy; then the energy conversion ratio
approaches to unity.

Fig. 12 shows a graphical analysis of the field energy
conversion process of the conventional method and the
proposed switching method with a multi-level inverter.

Aligned Aligned

(a) conventional

(b) proposed

Fig. 12 Energy conversion process

Under an unaligned position, during the current build-up
period both methods show an equivalent path for energy
conversion between O and A. But during other modes because
of an additional wheeling period, it forms path B’C resulting
in a considerable increase to the energy conversion ratio.
While in the case of the conventional, the path follows AC. In
path B’C, the stored energy in the field is transferred as a
mechanical output. And the total flux linkage maintains a near
constant form, because the decrease of the current can be
compensated for the increase of the inductance. The path CO
shows a demagnetizing mode. The proposed wheeling mode
converts the field energy into the mechanical one without
returning to the source. An additional wheeling mode can
enlarge the field energy region converted to a mechanical
output; therefore, a reactive power will be decreased.

Fig. 13 shows the experimental waveform of phase current
and flow through the energy recovery capacitor in multi-level
inverter.

It was tested on steady-state under the command speed
4000[rpm] at rated load. From the experimental results,
magnetizing, wheeling and demagnetizing periods appear at
approximately 7 10°, 20° and 5°, respectively. As shown the
experimental result, to obtain a fast demagnetizing, high
excitation voltage is applied, and the recovered capacitor
voltage is used to settle current rapidly. Its displacement is
proportional to the recovered energy.

- : Phase voltag
[ - % fr e
/C Dump current
A rl Iy 4
T f i T ' i i |
o= Q

Phase cuirrent
LN

A

. L

Fig. 13 Voltage and current waveforms of proposed inverter

Fig. 14 shows the capacitor voltage, phase voltage and current
in regenerative mode.
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Fig. 15 Comparison of efficiency according to the switching
method

Fig. 15 shows the efficiency comparison of conventional
and the proposed switching method in case of 6/4 SRM. When
the excitation angle is small, considerable efficiency
improvement is possible. The proposed wheeling mode is
effective under a light load shown as Fig. 15.

With the increase of exciting angle, the proposed method
has almost same efficiency as that of the conventional because
the wheeling period is small.

5. Analog Encoder for precise angle control

5.1 Conventional Encoder

In general, an optical encoder which has a digital pulse
signal is much used in motor control systems because of its
high performance, easy treatment of data and programming of
controller. The information of rotor position and speed is
obtained in a control period by the digitalized encoder such as
incremental and optical encoder.

However, general optical encoders, such as incremental and
absolute type are not suitable for SRM systems because of
cost and harsh operating environments such as mechanical
vibration and high speed. These days, high resolution serial
absolute encoders are being considered to industrial
applications. But, the cost is much higher and the maximum
operating speed is limited to 8000[rpm] generally.

For these reasons, a simple disk plate encoder with optical
sensor is used in SRM system shown as Fig. 16.
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Fig. 16 A simple optical encoder disk and sensor signal

The structure of the optical encoder is very simple and low
cost but the high resolution switching angle control is very
difficult. The switching-on and off angle are to be calculated
from all of the rising and falling edges of the optical encoder
signals. The accuracy of calculated switching angle depends
on microprocessor and rotor speeds. In this case, a simple
PWM method is adopted for torque control and high
frequency switching increases switching losses.

5.2 Proposed Analog Encoder

In order to control an accurate switching angle, a high
resolution encoder and a proper control method are essential.
This paper proposes a new type of encoder for switching
angle control. The proposed encoder is simple but high
resolution switching control is possible.

Fig. 17 shows the proposed analog encoder for 6/4 and 12/8
SRM respectively. The output signal of a proposed encoder is
an analog signal that is proportional to a gray gradation of the
plate while is digital signal in conventional encoder such as
incremental and optical encoder. The gray gradation of the
disk plate is set for the linear analog signal of photo transistor.
The output of the photo-transistor is a triangular wave, which
is the function of the position angle; therefore, the rotor
position of the SRM can be obtained by the output voltage of
the photo-transistor.

(b) 12/8 SRM

Fig. 17 Disk plate of the proposed analog encoder
The interval between gradated pattern is determined by the

number of rotor poles N as follows.

o, = 27 [rad] 4)
N

r

And the minimum angle of a gradation is determined by the
continuous torque production as follow.

B 22 NZ’; [rad] (5)

s'r

where, Nsand N, denote the number of stator and rotor poles,
respectively. In Fig. 17, sensor interval & denotes the phase
intervals of SRM. Therefore,  is 15° in 8/6 and 12/8 and 30°
in 6/4 SRM.

Fig. 18 shows the output signal of the proposed encoder
according to the inductance profile. The dip point 4, of the
output signal is the center point of the maximum dwell angle
S of the proposed encoder. The advance angle &, and delay
angle @ are determined by the excitation voltage, rated
current and motor parameters. In the motoring mode, the
switching-on angle is set on the negative slope of output
signal between &,and 6,. Similarly, a switching-off angle can
be set on the positive slope of the output signal between 6,
and ;. The end of the negative and positive slopes of the
encoder signal has step shape for limitation of excitation
interval in the maximum dwell angle 5.
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Fig. 18 Inductance profile and encoder signal

With the proposed simple encoder, very accurate switching
angle control can be obtained without any high performance
microprocessor.
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Fig. 19 Switching angle control of a phase
5.3 Switching Angle Control Topology

Fig. 19 shows the principles of switching angle control
topology with the proposed analog encoder. According to the
motor speed and load condition, proper switching-on angle 6,,
and switching-off angle &, can be controlled independently

21 by the command signal Vo, and Vs, respectively. The advance



angle 6,,is set at the cross point of the negative slope of the
sensor signal, and the switching-on command signal V,, as
follow.

eon = {l_ VOH\J(QO - ga)+ ga
Vref

The maximum switching-on angle is in the minimum
inductance region, so fast building-up of current is possible at
the rated load. And the minimum switching-on angle is in the
increasing region of inductance, so smooth building-up of
current is possible at a light load with a smooth torque
production.

Similarly, the delay angle 6y is set at the cross point of
positive slope of the signal and switching-off command signal
Vo .

(6)

goff == (gd - 90 )+ 00 (7)

ref

And the dwell angle is the interval of switching-on and off
angle.

o,

dwell — Hoff - gon (8)

Fig. 20 shows the sensor signal, switching-on reference,
switching signal and phase current. The waveform of phase
current is determined by the sensor signal and switching
command at 1750[rpm].
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Fig. 20 Encoder, switching signal and phase current

Fig. 21 shows the switching angle adjusting and phase
current according to load variation in the proposed encoder
and control system at 2000[rpm]. Switching angle is increased
by the changing of the switching-on reference. With a sudden
load variation, the switching angle can be controlled properly,
so a smooth torque production is possible. The experimental
results show the effectiveness of the proposed encoder and
control method.

6. Conclusions

This SRM drive system for LSEV application is designed
with a new analog encoder and multi-level inverter. In the
design process of prototype SRM, the parameters are
determined from CAD and FEM analysis results according to
rotor and stator factors.
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Fig. 21 Encoder signal and current with increasing of load

The motor is designed to have a high efficiency and low
noise characteristics. Two types of prototype motor are
designed and tested. A 12/8 motor is good in view of low
noise, while 6/4 motor is good for power and efficiency point.

For the switching angle control, a low cost and simple
structure but high performance analog encoder with proper
control method suitable for the practical and stable drive is
proposed. The proposed encoder uses a simple structure of
optical encoder and analog gradation for high resolution of
rotor position. The switching-on and off angle control can be
easily implemented by a separated command signals of
switching-on and switching-off.

In addition, a five-level inverter is used to be able to build-
up and extinguish phase current quickly. A high level of
demagnetizing voltage is used to prevent a divergence of
phase current during the regenerative mode. Also, current
level control is unsuitable. The peak current controller is
proposed to be able to improve the transient response and
keep the switching frequency constant. The regenerated
energy is used effectively because the motoring interval is
minimized and the regenerative interval is increased relative
to the motoring interval.

From the experimental results, the effectiveness of the
proposed system with a proper control method is verified.
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Abstract— The paper presents new methods for the opti-
mization of powertrain control at a parallel hybrid vehicle.
An offline optimization was developed for fundamental re-
search and allows to find the optimum time behaviour of
control and the minimum possible fuel consumption. The
paper will discuss computed results and compare them to
a normal passenger car. To approach the results at realtime
control, a new method for online optimization was found.
The optimization derives the control from a special online
objective which considers the driveline’s efficiency as well as
the problem of latching electrical energy. The online method
can be applied both for simulation and for the control of the
vehicle and considers the emission aspect. The emission aspect
of the hybrid vehicle was studied by a direct comparison of
the behaviour of diesel engines at hybrid pulse” operation
versus conventional operation in a reference vehicle. For the
simulation of a TDI system, a mean value model for the
engine, a heat transfer model for the exhaust system and a
model for the reaction kinetics in the catalyst were developed.
For the actually integrated TD engine, the study was realized
by measurements at a test stand.

I. THE HYBRID POWERTRAIN

A. The TUM’s Autark Hybrid Vehicle

The Autark Hybrid is a parallel hybrid electric vehicle
with a continuously variable trans-mission gear. The con-
struction of this vehicle is organized in a special research
project, SFB 365. A conventional passenger car, an Opel
Astra Caravan, is used as substructure. The structure of
the new powertrain with combustion engine (CE), the
parallel electric motor (EM) and the continuously variable
transmission gear (CVT) is depicted in Figure 1.

The integrated combustion engine is a conventional 1.7
1 turbo diesel (TD) with a maximum power of 55 kW.
The electrical drive consists of a high speed induction
motor with a converter. It is connected by a 3:1 gear
transmission to the input shaft of the CVT. For electrical
power storage, a NiMH traction battery is implemented
with a nominal voltage of 120V and a capacity of 52 Ah.
The large capacity was supplied for electrical propulsion in
urban areas, but would not be necessary for optimal hybrid
operation. The continuously variable transmission is an i2-
gear: by an internal set of clutches, the transmission unit
can be used twice to realize an extremely wide range of
gear ratios. At the synchronous switching point between
range 1 (start up) and range 2 (overdrive) of the i2-gear, it
is possible to transmit the torque by integrated cogwheels
to improve the transmission efficiency [11].
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B. The fundamental problem of hybrid operation

For zero emission driving in urban areas or when driving at
a low level of speed, the vehicle can be propelled electri-
cally while the CE is disconnected from the powertrain
by the engine clutch. Also, the vehicle can be braked
electrically to recover a high percentage of kinetic energy.
At medium speed and power request, the powertrain is
run at “hybrid operation”, and both the CE and the EM
are enabled. The CVT gear is used to constantly hold the
combustion engine’s speed on low level, ideally below 2000
rpm. As shown in Figure 2, the electric motor can increase
the CE’s load by shifting the point of operation towards the
area of good specific fuel consumption. In this case, the EM
would operate as a generator and charge the traction battery.
The EM’s torque in Fig. 2 would be negative. The energy is
stored for electrical propulsion in later periods and for the
supply of the electrical load circuits. The traction battery
is charged either at regenerative braking or when power
is transmitted from the CE to the EM. Since the battery’s
state of charge is managed by the operation of CE and EM
to be self-sufficient, the vehicle is called ”Autark Hybrid”.

As known from optimization results, the threshold from
electric to hybrid operation amounts up to 8 kW of de-
manded driving power and depends on many factors, e.g.
the battery’s state of charge, the vehicle’s speed, the CE’s
state of operation and the different efficiency behaviour of
the powertrain’s components. The amount of electrical load
increase would depend on the same factors.

On the one hand, a significant load increase of the CE’s
torque enables an operation near the point of best efficiency.
But therefore, a large amount of electrical power would be
generated and had to be stored in the traction battery. To
avoid an overloading of the battery, the CE would have
to operate only for short term periods, and the vehicle
would be propelled electrically at the rest of time. On
the other hand, the losses of latching electrical power can
be reduced by longer terms of the CE operation with
less load increase, but also less efficiency. In principle,
the optimization of fuel consumption leads to a trade off
between the CE’s efficiency and the losses of electrical
power storage. Besides the constant data, it is influenced
by time dependent factors like the battery’s SOC or the
CE’s state of operation.

At high speed, typically above 70 km/h, it is preferable to
use only the CE for propulsion. To smooth peaks of high
torque request, the EM can support the CE by short term
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boosting. Even here, the CVT’s overdrive range allows to
hold the engine speed on a low level.

II. OPTIMIZATION OF POWERTRAIN CONTROL
A. The offline optimization method

For the fundamental study of optimal design and control of
the powertrain, the target was set to directly calculate the
optimal time behaviour of the powertrain’s control using
optimal control theory. Therefore, an offline method with
a dynamic optimization tool for the solution of optimal
control problems named DIRCOL [10], [12] was utilized.
The control vector of the powertrain could be calculated di-
rectly in dependency on the driveline’s physical behaviour
and a given driving cycle. The features of the driveline
and its components as well as the system’s constraints and
conditions were adapted automatically by the optimization
process. For the use of optimal control theory, a problem
formulation in state space had to be found. The most
important equations and variables are listed below. The
efficiencies 7 and the specific fuel consumption becp are
given by maps which depend again on the state variables.
The driving cycle is given by time dependent curves for
the wheel’s angular velocity w9 and its derivation. A more
detailed description of the optimization method and first
results can be found in [6] and [7].

The hybrid’s model is formulated by state equations for
the component’s time behaviour and an equation constraint
for the dynamics of the driveline including flywheel effects
of the CVT. In addition, constraints for the operation range
limits of the CVT, the CE and the EM, switching conditions
(e.g. if the CE’s clutch is open or closed) and bounds of
the variables are specified. The most important boundary
condition of the system is the condition of an equalized
state of charge of the traction battery: the given value for
initial time has to be met again at the final time of the cycle.
After the optimization, the curve of the control vector was
set as input of a Simulink forward simulation model to
analyze the power train’s behaviour. From the analysis of
the results, the following basic information about hybrid
operation was obtained:

The minimum possible fuel consumption at an exactly
equalized state of charge

The shape of optimal control and the system’s be-
haviour [5]

The influences of different component ratings on effi-
ciency and control

The flat minimum, caused by the trade off between
load increase and storage losses [6]

B. Results from the offline optimization

The offline optimization was applied to compute results for
the optimal powertrain behaviour of the Autark Hybrid with
different combustion engine types and varied sizes of the
electric motor. In Figure 3, the results for hybrid control at
the the New European Driving Cycle (NEDC) are depicted.
The combustion engine was the original TD diesel motor.
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The limits of the EM were fixed to its rated power of 8 kW
and a maximum torque of 40 Nm. At the low speed part of
the cycle (4x ECE-Citycycle), this rating of the electrical
engine is sufficient for regenerative braking. At the high
speed part, which is also known as Extra Urban Driving
Cycle (EUDC), a power up to 20 kW would be necessary
for electric braking. Because of the EM’s limit, a fourth
control variable for an addtitional mechanical brake was
implemented in the model to support the EM.

The dimension of a dynamic optimization problem depends
on the duration of the given time period and is restricted
by a maximum number of discretization points. For this
reason, the whole cycle had to be subdivided into sections
which were optimized separately. The results for control
were put together for the forward simulation of the whole
cycle. As it can be seen from the first plot of Figure 3, the
simulated velocity exactly meets the curve of the original
driving cycle. In the second plot, the time behaviour of the
engine torques Tog and Tg s are depicted. The CE is run
in “pulse operation”. The engine operates only at periods,
when high propulsion torque is demanded at acceleration or
high speed. In this case, the EM’s torque is negative (except
for the period of high speed) to increase the CE’s point of
operation. At periods of low driving resistances, the torque
of the CE reaches zero level, and the vehicle is propelled
electrically. In this case, the CE is disabled and the clutch
is opened. The behaviour of the brake is indicated by the
dotted curve, but is not scaled. The maximum value at the
end of the cycle would reach 450 Nm at the shaft.

The third plot shows the behaviour of the gear ratio iy
and the engine speed V7. When the CE operates, the engine
speed is held on low levels, and the CE operation accords to
the considerations indicated in Figure 2. At the beginning
of some braking periods, when the vehicle is decelerated
to a lower level of velocity, high gradients of gear ratio
and engine speed occur: the flywheel effects of the CVT
are utilized to brake and to latch energy for a short time.
The dotted line in this plot indicates the synchronous point
at a gear ratio of 6.85. It is reached mainly at electrical
propulsion. At the standstill periods, the CVT reaches its
maximum gear ratio of 32.5 to provide maximum torque
for the next startup.

C. The online optimization method

The basic condition for an online optimization control
is the implementation into the vehicle’s main controller.
As depicted in Fig. 4, the desired engine power Pgyq
is determined by the interpretation of the driver’s request
and is given to the optimization and to the main driveline
controller. Dependent on this power, the optimization has to
find the optimum values for the engine speed Ngpg, op: and
the CE’s torque Tc g opt. The torque of the electric motor
Tgar is given implicitly by the static balance of power
at the CVT-gear’s input shaft. Because the controller has
to compensate the CVT’s dynamics, mainly the flywheel
effects, it will adjust a value which can differ from the static
balance. A prediction of the dynamic part of the torque
is hardly possible. In contrast to the offline optimization
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method, where the whole shape of the vehicle’s velocity
was preknown and given by a driving cycle, an online
optimization would only dispose of the information of the
actual system’s state and the desired engine power. So
a new approach had to be found, which relates only to
the actual state at the particular sample time interval and
which solves the fundamental problem of a parallel hybrid’s
powertrain control: it has to find the points of time to enable
or to disable the combustion engine, the split of torque for
the two engines and also the engine speed, which can be
varied over a wide range by the CVT. Former approaches,
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which exclusively consider the optimization of the CE’s
efficiency, did not match the problem of latching electrical
energy at the traction battery.

As it was shown in section 1, the load increase of the
CE is associated with the storage of electrical power and
for this reason with electrical conversion losses in the
dimension of the CE’s fuel saving. From the analysis
of the offline optimization’s results it was known, that
this trade off problem leads to different modes of hybrid
engine operation: short periods of CE-operation with high
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load increase or long periods of CE-operation with less
load increase. Furthermore, the control of the traction
battery’s state of charge (SOC) significantly influences on
the powertrain’s operation, which represents an additional
problem. The approach for the online optimization bases
on a new objective which minimizes the whole driveline’s
power losses in depenency on the system’s actual state.
The power loss is corrected by the weighted change of
energy of the traction battery Ppq:¢. The weighting depends
on a fixed value and on the battery’s SOC. Besides the
thermal power loss of the combustion engine Pp;ss,cr the
expression « - Ppyyy repesents to most important influence
on the objective. The conditions and constraints of the
system are included by the non-physical ”power” K¢ ong. It
contains a hysteresis for enabling/disabling the combustion
engine by Kcp_Status, the limits of the system with
K sys—1imits and additional conditions for the consideration
of the exhaust emissions by Kg,,;s. A more detailed
description can be found in [1].

D. Comparison of the optimization methods

For a simulation test, the vehicle’s controller structure in
the Matlab/Simulink model of the Autark Hybrid has been
adapted to meet the offline method’s results as good as
possible with the online optimization. The driver’s request
was computed by a speed controller to meet the specified
driving cycle. An additional brake controller allowed the
recovery of maximum kinetic energy, dependent on the
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limits of the electric motor. The online optimization was
realized by a S-function with the optimization algorithm
and the function of the objective. The online optimization
avoided larger drifts of the SOC very effectively, even
at a test when the consumption of the electrical loaded
power circuits was varied. Even so, the condition of an
exactly equalized SOC (offline optimization) had to be met
by adapting the parameter «. The fuel consumption of
the reference vehicle - an identical Opel Astra Caravan
with conventional driveline - is compared to the Hybrid
Vehicle, simulated with different control methods. (The
ECE- and NEDC-cycle was simulated with an EM of 8 kW,
the FTP with an EM of 16 kW) The online optimization
would save between 0.2 and 0.4 1/100km more than a
conventional operation strategy and would reach a value
near 0.1 I/100km above the absolute (offline computed)
minimum. The shape of the control vectors is very similar
to the offline computed results.

The most significant fuel saving can be realized at city
traffic, see the results for the ECE-Citycycle. The saving
at the NEDC and the FTP72 cycle are more moderate:
the simulation model emulates the actual state of an ex-
perimental vehicle and the data were set carefully. Further
saving potentials are given by the advancement of some
components, e.g. by the optimization of the battery’s weight
or the consumption of the CVT’s hydraulic power supply
pump. For this comparison, the actual used TD engine was
supposed. The influence of the combustion engine will be



discussed later.

E. Results from the online optimization

Because the behaviour of the simulation model with online
optimization rather corresponds to real driving conditions
and because it is much easier to handle, it was used for
the computation of a new, consistent row of simulation
runs with different sizes of the electric motor and different
types of combustion engines. The percental savings are
referenced to the fuel consumption of the original Opel
Astra Caravan.

With the TD-engine, the fuel saving potential would reach
up to 15% at the NEDC and 12% at the FTP72-cycle. The
saving at the FTP is less because this cycle contains faster
speed-up and slow-downs. The optimum rated power of
the electric motor was found at 12 kW (NEDC) and 16
kW (FTP). In this case, the rated value corresponds to the
absolute power limit; overload operation was not supposed.

The peak at the origin represents the standstill periods. A
small power limit would lead to a significant constraint of
the control which can be seen at the peaks of the EM’s
density (black curve). In particular the electric braking
is constricted. Futhermore, the density of the combustion
engine is located at low power values which means partial
load operation with disadvantageous efficiency. In combi-
nation, this leads to the higher values of fuel consumption.
Above the 12 kW-limit this effects are less noticeable, and
the combustion engine’s operation mainly starts above 10
kW. The partial load operation can be avoided by a higher
threshold from electrical to hybrid propulsion and by more
electrical load increase. The rated power of the Autark
Hybrid’s EM actually amounts 8 kW.

With a TDI-engine, the fuel consumption would reach
significantly lower values because of the better efficiency
of direct injection engines. In contrast to the TD, the engine
emissions of NO, would be significantly increased (nearly
doubled) in comparison to the reference vehicle (with TDI
in this case). The reasons will be discussed in the following
section. To avoid this problem, it was tested to consider the
emission values within the online optimization’s objective.
If an increase of fuel consumption can be taken, it is
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possible to reduce the NO,, production by 40% resp. 45%.

Finally, a gasoline (SI, spark ignition) engine was supposed
for the simulation. As it can be seen, the possible fuel sav-
ing potential would be less distinctive. At gasoline engines,
the area of best efficiency would be reached at lower levels
of torque, in this case at 90 Nm in contrast to 130 Nm (TD)
and 145 Nm (TDI). So even the reference vehicle can reach
good consumption values by an economical shifting of the
gear, and additionally, the electrical load increase at the
hybrid would be less advantageous. In combination, this
leads to less relative fuel saving.
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refer.e nee simulation of the Autark Hybrid Vehicle
driving Cycle vehicle

normal operation online offline

driver strategy optimization | optimization

ECE-City 7.13 1/100km || 5.12 1/100km | 4.89 1/100km | 4.77 1/100km
(base) -28.2% -31.4% -33.1%

NEDC 6.02 1/100km || 5.49 1/100km | 5.19 I/100km | 5.09 1/100km
(base) -8.8% -13.8% -15.4%

1 5.89 1/100km || 5.61 1/100km | 5.18 1/100km
FIP72 (base) -4.8% -12.1% B

1 FTP72: Electric motor of 16 kW at the hybrid; 8 kW at the NEDC and the ECE-City

TABLE I

COMPARISON OF THE FUEL CONSUMTION FOR DIFFERENT CONTROL METHODS (TD—-ENGINE)

combustion reference / hybrid, consumtion at 100 km and saving potential
engine electric motor NEDC | FTP
reference vehicle 6.02 1 base 5.89 1 base
TD 55 kW Hybrid, 4 kW-EM 5.5018.3% 5.8011.5%
170 Nm Hybrid, 8 kW-EM 5.19113.8% 5401 8.3%
240 g/kWh Hybrid, 12 kW-EM 5.12114.9% 522111.5%
Hybrid, 16 kW-EM 5.12114.9% 5.18111.9%
reference vehicle 5.27 1 base 5.01 1 base
TD 55 kW || Hyb, 8 kW, NO,-Red! | 4.63112.1% 4.8114.0%
180 Nm Hybrid, 8 kW-EM 4.42116.1% 4711 6.0%
200 g/kWh Hybrid, 16 kW-EM 4.42116.1% 4.48110.6%
SI 55 kW reference vehicle 5.85 1 base 5.73 1 base
120 Nm Hybrid, 8 kW-EM 5.4317.2% 5.6511.4%
250 g/kWh Hybrid, 16 kW-EM 5.3418.7% 5.3915.9%

1 NO,-Red: Reduction of the NO-engine emissions: 45% at the NEDC and 40% at the FTP-cycle

TABLE I

BENCHMARK DATA FROM THE SIMULATION RUNS WITH THE ONLINE OPTIMIZATION
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Abstract—Among those electrical drives, a drive concept
with switched reluctance machine appears to be a promising
solution for traction applications due to its numerous
advantages such as robust structure, simple construction, low
maintenance requirement etc. However, up to now, the
utilization of switched reluctance drives in traction applications
is still limited in comparison to the other types of electrical
drives, because the current technology of switched reluctance
drive controllers is not able to offer satisfying control quality
and the performance of the same standard obtained from
rotating field machines with field oriented control. In order to
allow switched reluctance machine to come up with the other
electrical drive concepts, a new control concept to improve the
control quality and drive performance is required.

This paper presents a switched reluctance machine torque
controller for vehicle propulsion applications based on a novel
control strategy called Direct Instantaneous Torque Control
(DITC). Using DITC, the direct controllability of instantaneous
torque is achieved, which leads to torque ripple minimization
and good control accuracy. Control quality and drive
performance are, therefore, significantly improved in
comparison to the torque controller using classical hysteresis
current control. DITC means that the torque is directly applied
as control variable instead of phase currents. The actual
instantaneous torque is calculated by an observer based on the
machine characteristic. The torque command and the actual
instantaneous torque are compared by a hysteresis torque
controller, which generates the corresponding switching signals
to deliver the desired torque. Furthermore, this paper describes
and discusses the detailed functionality of DITC by using
simulation and experimental results. An additional control
scheme for maintaining the control linearity at high speeds is
proposed at the end of this paper.

L

Since the very beginning of electrical drives for electric
vehicle applications, the advantages and disadvantages of
the different drive systems with induction, permanent
magnet, transversal flux, switched reluctance, and other
machines have been discussed. However, each system has its
individual characteristics and therefore special advantages in
comparison to the other existing solutions. The choice of the
appropriate drive system for a concrete application depends
on the goal that has to be reached with the drive system if
not with the whole vehicle design. As a result, there is
nothing like a best electrical machine in general.

Up to now, the switched reluctance machine has not
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reached the position within the electrical traction drives that
would be expected despite its evident advantages. Perhaps
one reason can be found in the number of sold units of
electrical traction drives which is still marginal. As a result,
the lower machine costs of a switched reluctance machine
cannot compensate the higher costs of the power converter
for switched reluctance machines which is not state-of-the-
art as a converter for rotating field machines. Nevertheless,
the switched reluctance machine has the most simple and
robust rotor of all machine types known. Just a stack of
laminations without windings, a squirrel cage or even
permanent magnets, the rotor of a switched reluctance
machine can withstand the highest temperatures.
Furthermore, the stator with its single winding per tooth can
be manufactured much cheaper than a distributed winding of
a rotating field machine.

There are further advantages of switched reluctance
machine drives that make an application more simple. With
permanent magnet machines, a problem with induced
voltages at idle mode exists. This becomes extreme at high
speeds and a high current component which compensates
these high induced voltages is necessary. Indeed, it is the
active field weakening that lowers the high efficiency of a
permanent magnet machine in high speed operating areas.
These problems do not occur in switched reluctance
machines.

Nevertheless, the switched reluctance machine also has
disadvantages in comparison to the other machine types.
These can be reduced by means of modern control
technology. State-of-the-art is a hysteresis current control in
combination with switched reluctance drives (Figure 1). The
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Figure 1: Standard hysteresis current control of switched reluctance drives
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Figure 2: Direct Instantaneous Torque Control (DITC) for switched
reluctance.

control variables turn-on and turn-off angle and the
reference current are precalculated offline in dependence on
the stationary operating point defined by commanded torque,
actual speed and dc-link voltage. In the end, this kind of
control is an open-loop torque control. Indeed, the control
deviation and the torque ripple does not reach a quality that
is known from rotating field machines with field oriented
control. The torque ripple that results from the commutation
from one phase to the other can be minimized by means of
current profiling. But also these profiles are precalculated
off-line for stationary operating points. Moreover, the
profiles take a big amount of memory within the
microcontroller system.

The basic idea to cope with the problem of torque ripple
and an unsatisfying control quality of the torque sounds very
simple. Not the current has to be controlled but the torque
itself. A new control strategy called Direct Instantaneous
Torque Control (DITC) has been developed [1][3]. It leads
to a smooth torque and a good control accuracy that is
especially important for advanced drive control such as
active damping of drivetrain oscillations [4].

The heart of DITC is the torque estimation unit (Figure
2). With the phase currents and the rotor angle, the
instantaneous torque is calculated and then a hysteresis
controller regulates this quantity to the reference torque. The
control variables turn-on and turn-off angle still have to be
precalculated. However, the accuracy requirements of these
values are not as high as with current control. Obviously, the
reference current as the third control variable is eliminated.

II. DITC

A.  Functionality of DITC

The basic requirement for DITC is the on-line availability
of the total instantaneous machine torque. The instantaneous
torque of switched reluctance machines cannot be
determined by simple analytical equations as in dc machines
or rotating field machines. Due to the nonlinear machine
characteristics and block-wise excitation of SR-technology,
the instantaneous torque can only be estimated by means of
stored machine characteristics [2]. For torque estimation,
these characteristics represent torque as a function of phase
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current and rotor position or as a function of phase current
and phase flux linkage. The estimation of flux linkage is
always difficult at low speeds due to the integration of a low
average phase voltage for a long excitation period.
Therefore, for the project presented in this paper, the
instantaneous torque is estimated using phase current and
rotor position.

The control strategy of DITC comprises a digital torque
hysteresis-controller, which generates the switching signals
for all activated machine phases. In single-phase conduction,
the hysteresis controller regulates the estimated torque of
one phase. During phase commutations, the phase torque of
two adjacent phases is controlled indirectly by controlling
the total torque with a multiple-level comparator. To obtain
satisfactory torque commutation, a special switching strategy
is implemented in the controller. If the machine operates in
two-phase conduction (i.e. phase commutation), the
magnetized outgoing phase switches into the zero-voltage
state. If the incoming phase cannot yet produce the required
torque within an inner hysteresis band, the outgoing zero-
voltage phase changes back to switching state. In this way,
total torque can be regulated.

The performance of the hysteresis controller is
demonstrated by a simulation result shown in Figure 3.
Aside from the presentation of the total instantaneous torque
ripple (top), the phase voltage (middle) and the torque
produced by each phase (bottom) are depicted.

At T1 the commutation process starts by turning on the
subsequent machine phase. The phase which was previously
activated changes into the zero-voltage state. A few
microseconds later, the total torque drops below the lowest
switching threshold (see top graph in Figure 3). This means
that the incoming phase cannot provide sufficient torque and
the outgoing phase must be connected to the positive dc-link
voltage again. By doing so, the total torque can be controlled
within the outer hysteresis bands. As can be seen, the
outgoing phase is required to take action twice to maintain
total torque within the outer hysteresis band. Once the
incoming phase is able to regulate the total torque, the
outgoing phase dwells in the zero-voltage state. At T2, the
total torque rises above the highest switching threshold. To

avoid demagnetization of the incoming phase, the outgoing
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Figure 3: The functionality of DITC




phase, which is in zero-voltage state, is demagnetized with
negative voltage. Finally, this phase is completely
demagnetized at T3, i.e. the end of the conduction period is
reached. After T3, the controller acts as a normal hysteresis
controller using the inner hysteresis bands to switch the
incoming phase.

B.  Advantages of DITC

Since the advantages of DITC are very fundamental, they
are summarized in this section once again.
Smooth torque quality
Direct compensation of the inherent torque ripple
during phase commutation
Good steady state torque control accuracy in the
lower speed range
Simplification of sets of control variables
Reduction of control variables tuning

C. Simulation Results

Figure 4 shows impressively the improvement in steady-
state control of switched reluctance drives which can be
reached by using DITC in comparison to classical current
hysteresis control.

From Figure 4 (left), it is evident that, despite smooth
current control, the instantaneous electromagnetic torque
fluctuates significantly above and below the commanded
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Figure 5: Switched reluctance drive on the test bench value (150 Nm)
during phase commutations when using a common open-
loop torque controller containing an inner current control
loop. As it is shown in Figure 4 (right), DITC regulates the
total instantaneous torque within a small hysteresis band for
the identical average operating point, as in the left
simulation. For verification of these results, DITC was
implemented in a switched reluctance prototype drive
system.

D. Experimental Results

A complete test-bench arrangement was built up to verify
the performance of a DITC switched reluctance machine
drive. The test drive is a 16/12-pole switched reluctance
starter-alternator application. The drive is designed and
developed for the 42 V Powernet and has to supply a
continuous power of 6 kW in generator operation. Figure 5
illustrates the test bench with load machine, switched
reluctance machine, converter, and control unit. A digital
signal processor platform ISEADSP is utilized in the control
unit. Using this ISEADSP platform, rapid prototyping and
implementation of various control strategies of switched
reluctance drives are possible [6]. In addition to DITC, the
normal hysteresis current control was implemented on this
platform in order to compare and demonstrate the improved
performance by DITC.

Figure 6 illustrates the experimental results of DITC and
the normal hysteresis current control. The experiments were
carried out at identical operating points. In Figure 6a, the
switched reluctance drive is operated with DITC at a speed
of 200 rpm. The torque command is set to 35 Nm. As can be
seen from Figure 6a, the instantaneous torque is always
regulated in the hysteresis band even during phase
commutation. This shows a significant improvement of the
drive performance, since the inherent torque ripple is
completely eliminated by DITC. Furthermore, the developed
torque is determined solely by one control parameter, i.e.,
the torque command. It is verified not only by the
simulations but also by the experiments that DITC can
deliver the desired torque independently from the switching



angles in a wide operating range. Hence, the control
accuracy of DITC is better than a control strategy with off-
line precalculated control parameters, since the control
accuracy does not depend on the accuracy of those
parameters, i.e. turn-on and turn-off angle.

Figure 6b shows the experimental results with a hysteresis
current control. In contrast to DITC, this control is
characterized by the enormous torque ripple during phase
commutation. This kind of controller can only regulate the
average torque and this leads to a low dynamic performance
at low speeds. In order to achieve the desired average
torque, the corresponding control parameters, i.e. reference
current, turn-on and turn-off angle have to be determined by
either online or offline calculations based on the given
criterion, e.g. torque ripple or efficiency. As a consequence,
the torque control accuracy depends on the accuracy of three
control parameters and this increases the possibility of
torque deviation from the torque command. As a conclusion,
DITC offers a high performance and a good control
accuracy. The instantaneous torque is smoothly regulated
and always follows the torque command. Therefore, the
drive performance with DITC is significantly improved in
comparison to other conventional switched reluctance
controllers.
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I11. DITC AT HIGH SPEED

As in other electrical machines, the back emf of SR-
machines increases proportionally to speed. In high speed
operating regions, this back emf becomes significant in
comparison to the dc-link voltage and leads to a reduction of
current and torque slope respectively. Due to the reduced
torque slope, the total torque cannot be continuously
regulated within the hysteresis band all the time because the
produced instantaneous torque increases and decreases with
a too low slope to follow the controller command. This
results in a rise of torque ripple and loss of good control
accuracy, because the average torque begins to drop and
deviate from the torque command, as shown in Figure 7.
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Figure 7: Loss of control accuracy at high speeds
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Therefore, an additional control function is required to
compensate the drop of average torque, so that a good
control accuracy and linearity can be achieved up to the limit
of the single-pulse operation, as shown in Figure 8a. Figure
8b shows the whole operating range of a switched reluctance
drive with DITC. The operating region, in which the
additional compensation should be active, is illustrated in
Figure 8b as DITC**. On the other hand, in the region,
which is indicated with DITC, i.e. the low speed range, the
instantaneous torque can be continuously regulated within
the hysteresis band without any additional control function.

Figure 9 illustrates an additional control function for
compensating the drop of average torque at high speed. This
function is additionally integrated in the basis control
without any change of the main structure of DITC. The
torque command provided to the torque hysteresis controller
is defined by Tref**. In the low speed range, Tref** is set
equal to Tref*, which is given from the higher level
controller or the user. The torque compensation is not
necessary at this low speed range and, therefore, is
automatically deactivated (Tcom = 0), because the controller
can still regulate the instantaneous torque in the hysteresis
band.

In the high speed range, in which the average torque
begins to drop below the torque command, the torque
compensation is activated in order to compensate this torque
drop. This torque compensation is implemented by a digital
integrator, which integrates the difference between the
estimated average torque and the torque command and
provides Tcom as output signal. Tcom will increase until the
average torque reaches the desired torque. The dynamics of
the compensation can be adjusted by varying the integrator
gain.

The further discussion is in which conditions the torque
compensation should be activated and deactivated. Since a
sudden transition of control strategies may lead to an
undesired drive behavior or uncontrollability of the drive,
criterion for smooth transition of this torque compensation
have to be determined to avoid the problem of hard
transition. From a study using the simulation model, the
proper criterion, which can be applied for all operating
ranges, were found as follows:

e compensation activated, if |Tref*-Tavr| > k|Tref*| in
steady state
e compensation deactivated and reset, if the sign of Tcom
or Tref* change
0
* * % o C
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Figure 9: DITC with compensation at high speeds
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Figure 10: Simulation result of the torque compensation

The compensation is activated, when the average torque
Tavr deviates from the torque command Tref* more than the
threshold value k|Tref*| in steady state. The typical value of
the threshold factor k lies between 1%-5%. After the
compensation is activated, the compensation value Tcom is
increased stepwise by the digital integrator (or decreased by
negative torque command) until the average torque Tavr
reaches the command value.

For deactivating the compensation, two criteria are
applied. The first criterion is that the compensation is turned
off if the compensation value Tcom changes it sign. As
Tcom crosses zero value, it means that the average torque is
approximately equal to the torque command. And then the
compensation is not necessary any more and should be
deactivated.

The second criterion is the sudden sign change of the
torque command (Tref*). With the sign change of torque
command, the sign of compensation torque Tcom will be
changed later as the actual torque follows the torque
command. The compensation could be also automatically
deactivated by the first criterion. However, the transient
process can be accelerated by resetting the compensation
torque Tcom at once as the sign change of torque command
is detected.

Figure 10 presents the simulated result of this torque
compensation function. The drive is operated at 3500 rpm
with the torque command of 35 Nm. At this operating point,
the average torque drops from the torque command by 10%
(3 Nm), which can be seen at the beginning of the
measurement. After that, Tref*-Tavr is greater than the
threshold value (2 %Tref* in this simulation) in steady state ,
therefore, the compensation is activated. The torque
compensation is increased stepwise by the digital integrator
until the average torque reaches the desired torque
command. The settling time and dynamic of the torque
compensation can be optimized by adjusting the integrator
gain. In this simulation, the gain is adjusted so that the drive



delivers no average torque overshoot in order to avoid
torque oscillations. Furthermore, this simulation result
demonstrates a smooth transition from the normal DITC to
the operation with torque compensation resulting in a good
control stability.

The implementation and experiments of this additional
control function for DITC at high speeds are being carried
out. More details and experimental results will be presented
in the future work.

IVv.

The instantaneous torque controller of switched reluctance
vehicle propulsion drives was introduced. Using a new
control strategy called Direct Instantaneous Torque Control
(DITC), an improved drive performance is achieved in
comparison to a conventional switched reluctance torque
control. The controller with DITC possesses the direct
controllability of the instantaneous torque by means of the
hysteresis torque controller resulting in smooth torque and a
good accuracy. By using the machine characteristics the
instantaneous torque is estimated. Since torque is directly
applied as a control command, the control variable set is
substantially simplified due to the elimination of the
precalculated current command. Moreover, the controller
can operate with a large tolerance of precalculated control
variables, i.e. turn-on and turn-off angle, without reducing
control accuracy. In high speed ranges, the instantaneous
torque cannot be regulated within the desired hysteresis all
the time due to the high back-emf. Hence, an additional
control scheme was proposed to maintain the control
accuracy and the torque output linearity over the entire
operating range.

It can be concluded that the proposed instantaneous
torque controller offers evident improvements of the control
quality and drive performance. Using this instantaneous
torque controller, the switched reluctance drive becomes
more competitive in vehicle propulsion applications
compared to the conventional rotating field machines.

CONCLUSION
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Abstract—This paper presents an implementation of
efficiency optimization of reluctance synchronous motor
(RSM) using a neural network with a direct torque control.
The equipment circuit in RSM which consider with iron
losses is theoretically analyzed and the optimal current
ration between torque current and exiting current
analytically derived. For RSM, torque dynamics can be
maintained even with controlling the flux level because a
torque is directly proportional to the stator current unlike
induction motor. In order to drive RSM at maximum
efficiency and good dynamics response, the neural network
is used and to achieve complex control algorithms, the
TM S320F2812 board is employed as control drivers. The
experimental results are presented to validate the
applicability of the proposed method. The developed control
system show high efficiency and good dynamic response
featureswith 1.0 [kW] RSM having 2.57 ratio of d/q

Index Terms—Direct Torque Control, Neural Network,
Reluctance Synchronous Motor, TM S320F2812, Optimal
Efficiency.

I. INTRODUCTION

The needto saveenergy has drawn the industrial attention
to the losses and efficiency of motors. The main efforts for
higher efficiency arefocused onimprovement of materials and
optimization of design strategies. However, efficiency can also
be improved by intervening in the operational principle of
motors. Several simple and effective control methods have
been proposed in order to minimize the losses, to improve
dynamic responsé 2.

Also recently, neural network(NN) and direct torque
control(DTC) have much attention in control application. The
application of NN and DTC to induction and synchronous
motor drive are developed in many researches. Because the
former has capability of mapping non-linear relation between
inputsand out signals, thel atter has simple and good dynamic
response.
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In general, the DTC method divided into constant flux
method and variable flux method. The constant flux method,
have beencommonly used, isalways kept constant as exciting
current component whenever aload islight or heavy.

At lighting loads, maximum efficiency will be achieved with
a reduced exciting current component, compared with the
constant flux method. Consequently, there is an optimum
exciting currentcomponent which gives aspecified torque and
speed with maximum efficiency™.

The reluctance synchronous motor(RSM) have gained an
increasing popularity in a variety of industrial application.
Especialy, RSM haverecently attracted as a viable alternative
to induction, synchronous and switched reluctance machines
in mediumperformance drive applications. This has been
made possible by limiting some traditional RSM drawbacks,
such as poor power factor and low-torque density, related to
the limited saliency ratio obtainable using conventional rotor
design. The RSM has certain advantages over other types of
ac machines. Compared to other type ac machines, since the
RSM has a mechanically simple and robust structure, it is
capable of high-speed operation and for use in high
temperature environments. In addition, the absence of rotor
Joulelossesand of iron rotor lossesin the case of sinusoidally
distributed mmf., results in better exploitation of the stator
structures and colder rotor, which is preferable in certain
application. Furthermore, these motors require little
maintenance. These advantages makethe RSM very attractive
for wide variety of applications from low to high speed and
also in high dynamic performance drives! 9,

Inthis paper, efficiency optimized current angle conditionin
RSM which minimizes the copper and theiron lossis derived
based on the equivalent circuit model of the machine. From
this mathematical analysis, we get a simulation data and the
NN used in this paper are trained off-line to map the optimal
flux reference. In order to achieve neural network and DTC
agorithm, TM S320F2812 DSP board is used. In the proposed
agorithm allows the electromagnetic losses in variable
speed/torque drives to be reduced while keeping good
dynamic responses. Experimental results are presented to
validate the proposed algorithm.



I1. RELUCTANCE SYNCHRONOUSMOTOR

A Structure of Reluctance Synchronous Motor

RSM has stator winding similar to those of a three-phase
induction motor and a rotor designed with appreciably
different values of thereluctance on the direct and quadrature
axes. This RSM has the advantages of both the induction
motor and the synchronous motor™. The electromagnetic
torque production of RSM depend on ratios of L, and L,
inductance(saliency ratio). Early, d-axes and g-axes
inductanceratiosof RSM could not exceed much morethan 2:1
resulting in a larger frame size than an equivalent induction
motor. However, development of power electronics enabled
variable speed drive and also improvement of design
technique allowed higher saliency ratio. Indeed, ratios L,/ L,
(8~20) have been reported. There are many different sdiency
ratio versus rotor type. In this paper, rotor of flux barrier type
was used to cost and mass production 'Y,

The vector diagram in synchronously rotating reference
frame is illustrated in Fig.1l. The RSM can be starting
asynchronously, and be operating synchronously at steady
statefromrest by proper inverter control. Hence, elimination of
both the field winding and damper winding equation formsthe
basis for the dq equation for a RSM. The equations are
(1)_(5)[3],[4],[7],[12],[13].
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Where L ,,L,, and L_ are, respectively, the direct axis
and quadrature axis magnetizing inductances and the leakage
inductance. The gauantity R is the stator resistance per
phase and w_ isthe speed of the rotor.
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From(3), we know that the electromagnetic torque can be
expressed in terms of the stator current amplitude and current
angle €. It is mean that torque control dynamics can be
maintai ned with adjusting the flux to optimizing the efficiency.
Thisisbecause the flux linkagein RSM isdirctly proportional
to the stator currents since the rotor circuit is opened™ 4,

The equations are simply compared induction machines
because the field winding is nonexistent and rotor cage is
normally omitted, which predicts that the control scheme of
RSM can be simpler than ones of synchronous or induction
machines.

Theinductances are nonlinear function of rotor position and
current due to the magnetic saturation have to be
compensated. In order to measure nonlinear inductance, we
measure inductance versus stator current and rotor position
angle. Fig.2 shows measured inductance versus position and
current. Fig. 3 shows neasured L, and L, versus stator

current.
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Fig. 1. Vector Diagram of RSM
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Fig. 2. Measured inductance versus position angle

Fig. 3. The Measured Ld and Lq versus stator current



I1l. OPTIMAL EFFICIENCY CONTROL

A. Mathematical analysis

Fig. 4 shows d and gaxis equivalent circuit of RSM in
synchronously rotating reference frame. Theresistance R is

occurred copper loss. Theresistance R which accounts for

corelossis connected in parallel with the magnetizing branch
and induced speed voltage. The current components which
are directly responsible for torque and flux production are
I 4 | o - Thesecurrents differ form theterminal current |, |

qs
because of the existence of core loss branch. From Fig. 4, the
d-gq voltage equation in synchronously rotating reference
framefor RSM are (6) and (7).

d
Vds:Rslds+aLdldo-Wqu|qo (6)
V_=RI +£LI +w L |
[+ S s dt q go r—d do
Id0:|d5 Id
- 1 0
_Ids ?9 (d do) WeLquoT
™
P P
1

=Iqs-_gd (L q qo) WLd do"a

where, L,, L, are direct axis inductance and quadrature axis

inductance respectively. Equation (8) is electromagnetic
torque cosidered core loss as

T.=@/2)(PI2)(Ly - L)l ®

Where, P isthe number of poles.

As mentioned previously, the efficiency of variable speed
drive isone of the most important factor. It is possible to
compute the copper and the iron losses as the function of
40114 @S(9), (10).

Copper loss:
3
P 2R(|ds qs)
N . 9)
31wl w1, (
:_R'| 'MZ'{'I + e=d'doy27>
2 s,:\(do Rm ) (qo Rm )g
Ironloss:
3
R =S R(15+15)
3 1wl w,L,I (10)

2 R

m

i
__le( eqno) +( edcb)zg

Thelossesare concentrated inthe stator and thoseintherotor
which are mainly due to the flux ripple are assumed to be
negligible. The efficiency is optimized by minimizing the total
|osses of copper andironlosses. Let theration of d- and g-axis
currentbez =1.,/1,,, the optimal ratio minimizing the total

|osses can be found under given speed and load condition as
(11). In the calculation of (11), the generated torque must be
constant for the given operation point as (12).

(11)
¥y

1-“:Tmal /T[Z = 0
I, | =constant

do' qo

By solving (11) and (12), optimal ration of torque producing
current z can be found as (13)

optimal

. _|RR+R*+R)WL)’
“™ RR+R+R)WL,)’
Thereference flux are calculated from current angle(€ )and
current vector( 1) as (14)

. :ISJL§§n2e+L§ cose

Thus, for minimum loss, the z

13

14

is constant at a given

optimal

speed and depends on only the motor parameters and motor
speed. Therefore, the high efficiency RSM drive can be

achieved with simple algorithm.
) Das
4 olas Rs lgo
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Fig. 4 Equivalent circuit of RSM with core loss



B. Neural Network

Inthis paper, the NN isutilized to map (14). Fig. 5 showsthe
configuration of NN usedin the proposed algorithm. ThisNN
consists of 2 input node(speed and stator current), 4 hidden
layer and 1 output(flux reference). Nodes in the hidden layer
and output layer have the sigmoid function. The back
propagation(BP) rule to train the NN is used. The off-line
training of the network is performed to updating theweights!?.

IV. DIRECT TORQUE CONTROL OF RSM

A DTC of RSM divided into constant flux method andvariable
flux method. A DTC algorithmis possibleto control of directly

Bias source
+1.0

the stator flux linkage and the electromagnetic torque by the
selection of optimum inverter switching pattern. The selection
ismadeto restrict the flux and torque errors within respective
flux and torque hysteresis bands, to obtain fast torque
response, low switching frequency, and low harmonic | osses.
So that DTC alow very fast torque response and flexible
control of aRSM. Themain advantage of the DTC are absence
of coordinate transformations and voltage decoupling block,
reduced number of controller and effect of motor parameter
variation, actual flux-linkage vector position does not have to
be determine, but only the sector where the flux linkage is
located3 1211131

Bias source
+1.0

Output
llgf/);: W13 Iavgr Descaling or
| | normalization
Ig|——( ) f
Input out fQRef
utpu
W@
Actual
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Error T Desired
output
q’m pattern
Fig. 5. Configuration of the neural network
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Fig. 8. A Model of the Reluctance Synchronous Motor

TABLEI
APPLIED MOTOR PARAMETERS
Inertia moment 0.003 Rs 1.0[ohm]
Poles of stator 4 Rated torque 4.0[Nm]
Poles of rotor 4 Rated current 5.0[A]
Rated output 1.0[kwW] Lqg 28[mH]
Rated rpm 2400[rpm] Ld 72[mH]

V. SYSTEM CONFIGURATION

Fig.6 shows the applied system configuration. The control
system consist of IGBT voltage source inverter(VSl), stator
flux observer, two hysteresis controllers, aneural network, an
optimal switching look-up table, and TMS320F2812 DSP
controller by using fully integrated control software. In order
to remunerate nonlinear inductance, be used compensated L,

and L, vaue against d-axisand g-axis current
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The reference flux is made to maintain current angle within
optimum angle, to obtain optimal efficiency with neural
network. Table 1 shows applied motor parameters.

A. TMS320F2812

The TMS320F2812 DSP is the newest member of the
TMS320C2000 DSP platform. The TMS320F2812 is a very
efficient C/C++ engine, henceit enable to use math algorithms
and neural network algorithms using C language. The
TMS320F2812 has6.67ns’ instruction cycle(150MIPS) andthe
32x 32-bit MAC. These high performance feature is removes
the need for a second processor in many systems and enable
the it to efficiently handle higher numerical resolution
problems 4,

The TMS320F2812 DSP has hardware features such as
12bit ADC(80ns, 16channel), PLL base clock module, 56 digital
1/0O, 3 externa interrupt, 4 general purpose timer, 3 CPU
timer(32 bit), 1.8V core, 3.3V 1/O and 16 PWM.

Fig. 7 shows the functional block diagram of TMS320F2812
DSP.

VI. EXPERIMENTAL RESULTS

In this paper, an experimenta study of the
optimumefficiency control of the RSM using neural network
with direct torque control was carried out. In order to obtain
optimum  efficiency, optimum current angle was
mathematically delivered. Fig. 8 shows photo of applied RSM
with a flux barrier rotor type. Fig.9 show static efficiency
versus torque characteristics of constant flux control and
proposed control at various speed conditions. From the
results, the improvements of efficiency for the proposed
method are remarkable especially at light load condition.

Fig. 10 and 11 show dynamic characteristics of constants
flux control and proposed control. In these figures, speed
command is changed by 1000 to -1000[rpm]. Fig.10(a)
represents characteristics of speed response at constant flux
control, (b) waveform of stator flux linkage at constant flux
control. Fig.11(a) shows characteristics of speed response at
proposed control, (b) waveform of stator flux linkage at
proposed control. In steady state, flux values of proposed
control are maintained at low value compared constant flux
control to minimize the machine losses.

Fig. 12 show dynamic characteristics of control algorithm
which flux is proportional to torque and proposed control
agorithms. Inthisfigure, speed command isvaried to—1500 to
0 and 1500[rpm]. Fig.12(a) represents comparison of speed
response. (b) represents the enlarged characteristics in
transient state. As you can see, the proposed control
algorithm, is used neural network, is good dynamic
performance than control algorithm, is proportional to torque.
(c) represent waveform of stator flux linkage under proposed
method. (d) represent waveform of stator flux linkage under
control method which flux is proportional to torque.
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VIl. CONCLUTIONS

For reluctance synchronous motor, torque dynamics can be
maintained with controlling the flux level because the
generated flux isdirectly proportional tot he stator current. So,
in this paper, to obtain minimize the machine losses and good
dynamic response, the stator flux command which is
maintained optimum current angle is derived based on
equivalent circuit model of themachine. And the NN istrained
off-line to map the optimal flux reference. To validate the
performance of proposed method carried out experiments with
1.0[kW] flux barrier reluctance synchronous motor.
Experimental results shows that the proposed control
algorithm allows machine losses in variable operating points
to be reduced while keeping a good dynamic response.
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High-Speed Drives with Permanent-Magnet Machines and Active Magnetic Bearings
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++49-6151-16-2167 / fax -6033
Email: abinder@ew.tu-darmstadt.de

Abstract—Permanent magnet technology allowed — together
with advances in glass and carbon fiber shell development —
design of high-speed drives with surface mounted magnets. Use
of double-layer pitched winding, leading to flux distribution
with small field harmonics, and low loss sheets result in low
additional losses at high speed and sine wave supply. Inverter
supply needs filtering to keep additional losses low. Stator
water-jacket cooling contributes to compact motor design.
Compared with high-speed copper cage induction motors the
PM synchronous machines are superior in power density,
lower losses and winding temperature. Measured results on
24000/min, 30 kW, induction and PM machines with grease
lubricated spindle bearings are presented along with
magnetically levitated 40000/min, 40 kW PM prototype
machines. Magnetic bearings allow raising of speed and offer
additional functionality such as active imbalance
compensation.

L INTRODUCTION

It is technically and economically profitable to use high
speed applications with direct drives, because they do not
need any gear units as additional mechanical components !
It is possible to use them in machine tools performing high
speed cutting with an improved cut quality and reduced
processing time. Typically, speed in range of 15000 to
80000/min is required for a cutting power of up to 100 kW.

Applications of high-speed drives in compressors lead to
clearly reduced unit volume for both the compressor and the
drive at a given volume rate of flow and back-pressure.
Typically, the speed ranges from 40000 to 60000/min at a
compressor power of typically 50 to 500 kW. No field
weakening of electric machine is applicable, as compressor
power rises with third power of speed. So surface mounted
permanent magnet rotors are well applicable. High-speed
trend is also existing for larger compressor motors. Due to
their bigger rotor diameter, speed in the range of 8000 to
10000/min has to be counted already as “Hi-Speed”
application with typical compressor power of 5 to 15 MW.

Micro gas turbines are considered in the trend today for
applications in the distributed power system which is
intensely discussed. The high speed turbines require a
special Hi-Speed generator in order to spare any gear units.

Other examples for the applications of Hi-Speed drives
are motor-generators for flywheel storage, starter-generators
for airplane propulsion units or braking machines for test
rigs e.g. for Formula I internal combustion engines.

The gearless direct drives demand special Hi-Speed
electrical machines. The design and behavior of these
machines is discussed in this paper !
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The advantages of the Hi-Speed drives are:

No gear units: No cost for the units, no oil leakage
and oil change respectively, operation with low rate
of wear, no losses of gear units, low noise and higher
overload capacity.

Small motors: The high speed at a low torque makes
a high power possible. The motor size is determined
by the torque, therefore, in spite of the high power it
is possible to use a small motor (“power from
speed”) which leads to a low weight construction.
Concept of integrated motor applicable: The
compact and volume-reduced construction allows the
integration of the motor into the machine module.
This is supported by the low amount of components
(no gears), which reduce the total “parasitic mass”
(less couplings). The integration of the drives
stimulates new construction varieties in the machine

manufacturing.
- Improved dynamics: Avoiding mechanical trans-
mission elements (gears, couplings) leads to

mechanically stiff drives, which can be controlled
with a higher control quality (“dynamic” control).

II.

DC-drives are less convenient for Hi-Speed applications
due to the problems of brush contacts and commutator
strength. But, there are various AC-motor concepts which
are applicable in high-speed drives [7].

Induction Squirrel-Cage-Rotor Machines [1]:
They can be operated in the field-weakening range,
where it is possible to limit the converter power for
applications with constant power operation. No
encoders are necessary for high speed. Highest stress
due to the centrifugal forces are allowable when
using special massive rotor without any cage.
Permanent-Magnet Synchronous Machine [5]:
Thanks to the excitation of the rotor fields “requiring
no excitation current”, it is possible to reduce the
losses which is significant when considering that the
Hi-Speed drives have high additional losses. In case
of surface mounted magnets, glass fiber or carbon
fiber bandages are necessary to fix the magnets. For
rotors with buried magnets [8], the rotor plate itself
fixes the magnets. The field-weakening operation for
the rotors with buried magnets is easier to perform
than with rotors with surface mounted magnets.
Homopolar Synchronous Machines: This machine
has a variable DC-excitation in the stator, therefore it

MOTOR DESIGN RULES



is easy to perform field-weakening. The unwound
rotor is mechanically very rugged. However, the
motor utilization is lower than other motor types in
consequence of its principles.

Switched Reluctance Motors: This motor type has
also a rugged unwound rotor and good field-
weakening performance. However, a special
converter is necessary for its operation. The rotor is
built using toothed-wheel principles. This requires
measures to limit the friction and windage loss,
which is generated by the pump effect at high speed.

Electromagnetic and geometric design parameters for
high-speed motors are current load 4, flux density B, current
density J, rotor and average bearing diameter d and d,,, and
the active rotor length /.. Machine power

P~d*Ig,-A-B-n (1)
rises with the speed n. For low speed machines winding
temperature rise 4.9 is mainly determined by the current
density and current load

A9~A4-J 2)
and by the cooling system e.g. stator water jacket cooling
and increased thermal conductivity from winding overhangs
to cooled stator housing. In high speed machines the
following losses, which rise with speed, are much more

dominant in determining the winding heating, namely the
iron losses,

Py, ~ B* 0", x~1.8 3)
the friction and windage losses,
Py ~d-lg.-n”, y=2..3 4)
and the additional stray load losses
Py~1%-n*, z=15..2 ()

These losses must be kept within reasonable limits by
keeping B low, by using windings with low space harmonic
flux wave generation and by using inverter output filters to
reduce current time harmonics. Further it is important to
keep the tangential mechanical stress due to centrifugal
force

(6)

within allowable material values. Thus, the rotor
circumference speed is a main parameter of “Hi-Speed”-
operation

44

>

v,=d-m-n )
which ranges between 100 m/s and 250 m/s at maximum
speed operation. Over-speed test according to IEC 60034-1
demands 20% higher speed, at which the machine must be
able to run for 2 minutes without any inelastic deformation.
Mechanical stiffness of rotor correlates with natural bending
frequency of the rotor, which depends on rotor dimensions.

®)

This requires a minimum rotor diameter in case of
operation at n < f.. The average bearing diameter d,
depends strongly on the rotor diameter. The corresponding
bearing circumference speed

(€))

Vy =dy, m-n~dy,-n

determines bearing life. For grease lubricated ball bearings
limit is d_, -n<5-10°mm/min . Special ball bearings such

as spindle bearings with reduced ball mass or hybrid
bearings with ceramic balls allow increased speed.
Minimum oil lubrication instead of grease, which makes oil

pump necessary, allowsd -n<2.5- 10%mm/min . Instead

of this, at very high speed, active magnetic bearings are also
used.

III.

COMPARISON OF INDUCTION VS. SYNCHRONOUS
MACHINE

Copper-oval-bar
squirrel-cage

b
¥

Kupferkifighiufer

Permanentmagnetifufer

o

Fy
o
¥

PM-rotor

Fig. 1. 30 kW, 24000/min, 4 pole Hi-speed 3-phase AC machine:

above: induction machine, below: synchronous PM rotor

For identical stator construction (Fig. 1) with water jacket
cooling a 4 pole induction machine with copper oval bar
squirrel cage and a synchronous machine with permanent
magnet rotor with surface mounted Sm,Co;; magnets, fixed
by fiber glass sleeve, were compared by simulation and
experiment considering their operation behavior. The rotors



(b)

Fig. 2. Four pole rotors of Fig.1: (a) PM-rotor with surface mounted

magnets, before mounting of glass fiber sleeves, (b) Copper
cage induction rotor: Oval bars and rings

(Fig. 2) used spindle bearings with grease lubricating and
axial springs for axial pre-loading. Both motors were
designed for 30 kW nominal power at 24000/min. The main
rotor dimensions were identical: d = [z, = 90 mm. The
power density as nominal power referred to the motor active
volume equaled 25 kW/dm® [10].

Motor Induction Synchronous
copper cage PM-Sm,Coy;
Ui (line-to- 330V,72.8 A,0.77 311 V,62.2 A,0.95
line), /;, cos @
Speed, slip 23821/ min, 0.008 24000 / min, 0.0
Output power 29933 W 30157 W
Peys, Pour 537 W, 251 W 353 W,0 W
Pre, Pr, P 650 W, 480 W, 49 W | 660 W, 440 W, 100 W
Cooling-water Inlet: 41.5°C Inlet: 44.4°C
temperature Outlet: 47.5°C Outlet: 48.1°C
Cooling water 3.25 I/min 3.25 I/min
rate of flow
Heating: Winding 84.5K/68.5K 42K /36 K
overhang / slot *)
Efficiency 93.7% 95.1 %

*) Temperature rise over water-outlet temperature

Table 1: Comparison of steady-state measurements at thermal load runs
at a sine wave supply 800 Hz for prototype induction and PM-
synchronous motor

The measurement results of the thermal load runs -
performed at the institute test bench (Fig.3) - show that the
induction machine generates higher losses and heating for a
sinusoidal power supply with 800 Hz at similar power level.

Note, that the chosen induction motor is already a
machine type with low losses compared to other
constructions for squirrel-cage motor in high-speed
applications like aluminum die-cast rotors [11]. The lower
losses and temperature rise of the PM synchronous machine

recommends this type for further investigation.

IV. MEASURES FOR CURRENT SMOOTHING

The current time harmonics due to the machine power
supply by a converter have significant influence on the
additional losses and heating of the Hi-Speed drives because
of the low winding number and inductance as a
consequence of the high speed. Therefore, the current
harmonics with relatively high amplitudes generate in turn
magnet fields that induce additional eddy-current losses [6].
Loss calculations and experiments (Fig. 3) were done for
comparing different power  supply modes. The PM
synchronous motor was supplied at 800 Hz with power
generated by
a) asinusoidal voltage from synchronous generator,

b) a PWM-IGBT Voltage Source Inverter (VSI) at a
switching frequency of 12 kHz,
c) a VSI with six-step modulation and variable DC link

voltage 0...520 V.

Induction machine
as load

Water-cooling
PM synchronous motor

Rotor temperature
measurement

Torque transducer

Speed sensor

Fig. 3. Test bench for 24000/min, 30 kW, for thermal load run

Additionally, for the VSI supply according to b) a stator
current smoothing [12] is implemented by
bl) an output choke and alternatively by
b2) a sine wave filter.

The losses and temperature rise in the stator windings and
rotor magnets were measured. Rotor temperature signal
transmission was implemented by thermo-couple wires via
measurement slip rings for the on-line measurements. The
VSI PWM supply experiment without the current smoothing
resulted in a temperature of the magnets beyond 180°C, thus
surpassing the limit of the glass-fiber epoxy resin matrix.
This high temperature rise of more than 120 K made the
cancellation of the heat run necessary. In the other
experiments, the temperature rise of the magnets was always
lower than 90 K and the heating of the windings lower than

45



60 K (Fig. 4).

Following “ranking of heating” shows the results of the

experiments:
bl) PWM with output choke +
¢) block voltage ++
b2) PWM with sinusoidal filter +++
a) sinusoidal converter +
60 - (K) AY: Winding 30 kW, .
24000/min
40
20 A
o .
(a) bl) 0) b2) )\ No-load
24000/min
(K) AY: Magnets
80-
60-
40-
20+
0
(b) b1) ) b2) a)
Fig. 4. Measured temperature in 30 kW, 24000/min PM synchronous

machine: bl) PWM with output choke, ¢) six-step modulation,
b2) PWM with sine wave filter, a) sinusoidal supply

Hence, for the Hi-Speed drive the six-step modulation is
preferred instead of the PWM method. This is contrary to
the established rules for common industry applications,
where six-step modulation with lower fundamental
frequency compared to the PWM method, generates higher
losses in the electrical machines. The established method to
use sine wave filter for the Hi-Speed induction drives is also
well-suited for the PM synchronous technology. The
filtering is very important in case of massive rotor yoke,
which is often chosen to provide higher mechanical rotor
stiffness. Experiments and numerical calculations showed
that even the time harmonic magnet fields in case of the six-
step modulation lead to high eddy current losses in the
massive rotor yoke. This means that only the sine wave
filter supply is a good solution in that case.

HIGH-SPEED DRIVES WITH ACTIVE MAGNETIC
BEARING

With further increase of speed, the centrifugal impacts on
the rolling elements in the bearings will be very high which
makes the use of either hybrid bearings with minimum oil
lubrication or active magnetic bearings necessary. A drive
system (Fig. 5) for 40 kW, 40000/min with radial magnetic

Auxiliary
bearing

bearings was built and tested.

|

Rotor shaft

Stator core

stack /

Eddy-current
sensor

Resolver

Cooling- /

/ Bandage Water inlet

Magnetic
bearing Magnets
Fig. 5. Cross section of 40 kW, 40000/min, PM synchronous motor

with radial active magnetic bearings

Bearing type Spindle bearing | Hybrid bearing,
minimum oil lubri-
cation  or
Magnetic bearing

Power / Speed 30 kW /24000/min | 40 kW /40000/min
n-dy 960 000 mm / min | 2 500 000 mm / min
Circumference rotor v, =113 m/s v, = 180 m/s
speed
Bandage (sleeve) Glass-fiber Carbon-fiber
Over speed 7oy 28800 / min 48000 / min

Table 2: Comparison of bearing and rotor characteristic for the

manufactured drives at ny = 24000/min and 40000/min

Specifications of the radial magnetic bearings (Fig.
are:
1) Fgearing = 1200 N, 8 magnetic poles (x-and y-axis)
2) DC base excitation: Ny = 45/pole, Iy =4 (6) A
3) Controllable excitation: Ny = 18/pole, [; =15 A
4) Bearing dimension: Laminated stator: d, = 154 mm,
d; =90 mm, /z, =40 mm
Bearing air gap: Oager = 0.4 mm,
Air gap of auxiliary bearing: J,,x = 0.2 mm

6)

5)
6)

The weight force of the rotor for each bearing is 100 N,
this means 12 times higher force capability of the bearing
which enables a high control dynamic during the
disturbance of the rotor position. No axial bearing was used
because of the small external force in axial direction. The
axial guidance is provided by axial magnetic attraction of
the motor rotor in the stator bore. The advantages and
disadvantages of the drives with magnetic bearings are
presented in detail in [2] and [3]. In any case, magnetic
bearings have a high potential which makes it a technically
very interesting solution. Furthermore, the use of permanent
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magnet instead of use of DC base electric excitation makes
it possible to build smaller bearings with lower losses at the
same time. In particular applications e.g. the flywheel
storage, the magnetic bearing is even indispensable.

Fig. 6. Radial magnetic bearing for 1200 N, 40000/min

VI. DESIGN OF BANDAGES FOR PERMANENT-MAGNET

ROTORS

The bandages are manufactured as sleeves from glass-
fiber or carbon fiber which is imbedded into epoxy resin
matrix. With this method, the pre-stressing and thus the
pressing force on the surface-mounted magnets are well-
defined. At very high circumference speed above 150 m/s,
the glass fiber bandages are no longer able to fix the
magnets. Here, the carbon fiber technology offers a solution
with a maximum allowable tangential stress of carbon fiber
in epoxy matrix of oy, = 1100 N/m? in the sleeve.

The rotor is manufactured in the way that the “sleeves”
are either pressed on the rotor or the “cold” rotor is shrunk
into the sleeve using the cold shrinking process with liquid
nitrogen. The tangential mechanical stress in the sleeves is
caused by different forces. Moreover, on rotors with pole
gaps between the magnets (pole coverage ratio ¢, < 1) there
exists an additional bending stress in the bandage.

Stress factors for the bandages are:

Temperature: The shaft and magnets expand, but the
bandage does not expand significantly, so with
increasing temperature tangential bandage stress
increases.

Centrifugal force: It consumes a part of the bandage
pre-stressing with higher speed.

Bandage pre-stressing: Generated by the shrinking
process, a positive residual pressure on magnets at
Ny 1s necessary for fixing the magnets, as gluing is
not safe enough.

Influence of pole gaps: Due to bending torque only a
lower centrifugal force is admissible.

Magnet edges: They cause a local notch effect on the
bandage

e Axial expansion: Due to coupling of radial and axial
expansion, additional stress may be induced by axial

pressing of bandage.

Centrifugal
1200 -
N/mm?2 Stress limit force
1000 ]
Expansion
800 Prestressing
600
] .
400
B - -
0 ’ i
o0 “\ “\
‘1“5 20 ©
s i @
Rotor M2 Rotor M1

Fig. 7. Calculated von Mises equivalent stress in carbon fiber bandage at
over-speed 48000/min, 150°C, with finite elements: right: rotor M1,
left: rotor M2 — compared with analytical method

Two rotors M1 and M2 were manufactured for the drive
system with 40000/min, 40 kW. Rotor M1 had pole gaps
filled with resin, which lead to additional bending stress, so
two-dimensional stress calculation was necessary, using
Finite Element Package ANSYS, assuming bandage as
orthothropical shell. As bandage and magnets were rather
thick (Table 3), this rotor had increased mechanical stress
(Fig. 7). Rotor M2 had no gaps, so cylindrical symmetry
was given. Analytical and Finite Element calculation
therefore yielded nearly same results of rather low bandage
stress.

Rotor type Ml M2
“strong” magnets “weak” magnets
Outer diameter d, 88.6 mm 83.6 mm
Bandage thickness / 5.7 mm 4.7 mm
Magnet height 4y, 7 mm 4.5 mm
Pole coverage a. 0.87 1.0
Air gap § 0.7 mm 3.2 mm
Shrink rule AD 0.24 mm 0.13 mm
Mounting of the Axial pressing Cold shrinking of the
bandage rotor
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Table 3: Data of two different PM rotors M1 and M2 for magnetically
levitated PM synchronous machine 40000/min, 40 kW

Both rotor magnets provide sufficient capability against
continuous de-magnetization. Of course, rotor M2 with
“weaker” magnets provides the lower capability. The
calculations show that at an assumed temperature of
Goior = 150°C the total stress of the bandage as a sum of

rotor
pre-stressing, thermal expansion and centrifugal force for
M1 is two times higher than M2. Although rotor M1 also
fulfilled stress limit, this rotor surprisingly crashed already
at 35 000/min. Obviously, the real allowable stress in M1
was lower than 1100 N/mm?, perhaps due to some defect of
material, which would explain that bandage tore off already
at 35000/min (Fig. 8). Rotor M2 was successfully tested up




to 40000/min.

Burst length

Total active length

b)
Fig. 8. (a) Damaged rotor M1 after crash, (b) New rotor M2 with reduced
stress
VII. CONTROL OF MAGNETIC BEARINGS

Uncontrolled magnetic bearings using attractive force on
magnetized iron are unstable according to FEarnshaw
theorem. The function of the controlled magnetic bearings
together with the elastic rotor is significant for the low
flexural vibrations of high-speed drives. If the bending
natural frequency is at least 40% beyond the maximum
operation speed (as in our case), then the rotor may be
regarded as rigid. However, the 1% and 2™ rigid body
vibration mode of the rotor in the bearings must be taken
into account. The installed active magnetic bearings are
equipped with analogue PID-control and 50 kHz MOS-FET
power stage. The rotor position was measured by eddy-
current position sensors. In Fig. 9 experimental results for x-
and y-position of drive-end radial magnetic bearing is
shown a) for take-off and b) for impulse response at [, =4 A
base excitation current. At take-off the rotor hits in y-
direction the auxiliary bearing at air-gap 0.2 mm, before
being centered in rotation axis. A simulation program was
set up to investigate different control methods for further
dynamic improvement. So, simulating the controlled
bearings and the levitated rigid rotor, following control
methods were investigated [13]:

a) PID-control

b) State-space control with disturbance model
¢) State-space control with integral part

Simulation result for conventional PID-control showed also
hitting of auxiliary wining during take-off.

Tek Single Seq 500 578 o

i -

TGN Z00V  Ch2 200V W 100ms ChZ 7  2.24V 22 )ul 2002
17:16:04

(a) Turn-on of the magnetic bearing (2V/Div., 100ms/Div.)

Tek Run: 25.0k5/sE Sample [HFE
T
oot

M10.0ms Ch2 7 —SS0mMV 26 Apr 2002
14:45:27

(b) Impulse response of a radial it with hammer at shaft end (500mV/Div.,
10ms/Div.)

Fig. 9. Measurement of the shaft center point at n = 0 for x- and y-axis
position with a position scale of ¢,y = 20V/mm:
a) Take off, b) Impulse response

The methods b) and c¢) have higher control value due to
better dynamic response, however they need a digital
control system. The design of the control system for the
state-space control may be refined, if the elastic rotor is

simulated.
The rotor collides with the auxiliary bearing

\

200 7S\

100 TS\

. /A ~\
s 7 ~
um 0 A 2

-100 / \\_///

-200 VY

0 2 4 6 8 10 12 14

t/ ms

PID-controller
State-space controller with disturbance model

State-space controller with integral part

Fig. 10. Calculation of the vertical position x(¢) at n = 0 during the take
off. Specified value: x=0at =0andn=0and [, =2 A.
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Interesting features of magnetic bearings are:

e Use of the bearings as position sensors by inductance
measurement

e Frequency response measurement of the drive at the
standstill in order to calibrate the control system
model

e Active positioning of the rotor by the bearings (e.g.
displaced grindings in machine tools)

e Active imbalance compensation (e.g.
unbalance force) by the bearings

BENEFITS OF MAGNETIC BEARINGS AND OUTLOOK

variable

An option to the magnetic bearing control using DC-
converters is the “bearingless” motor. There, the levitation
function is performed by additional three-phase windings in
the slots of the stator core stack. Two three-phase windings
with different pole numbers (e.g. 2 and 4), the drive and
levitation winding, generate both the torque and the radial
levitation force. Hence, shortening of the drive and the use
of a three-phase converter is possible.

IX.

Hi-Speed drives with very good performance are available
on the market. They provide a high innovation potential for
many applications, offering the possibility of reducing the
amount of mechanical components.

Development of high-speed drives needs special know-how,
namely knowledge of the combination of magnetic, thermal,
and mechanical inter-action, as well as knowledge in
dynamics, control theory and applications of power
electronics.

The advances in the magnetic bearing technology will
broaden their utilization in many fields. The application of
PM materials for the motors and for the base excitation of
the magnetic bearings reduces the losses.

The digital control makes additional functions possible in
addition to improved control behavior e.g. bearing and drive
diagnostic.

“Bearingless” concepts lead to the use of only three-phase
converters instead of DC choppers and allow axially shorter
machines.

CONCLUSIONS
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Abstract— In a hybrid electric vehicle(HEV), an interior
permanent magnet(Nd-Fe-B) synchronous motor is widely
used. However, the flux density of the Nd-Fe-B magnet
is sensitive to the temperature variation. Particulary, in
a HEV, the heat coming from internal combustion engine
causes high temperature rise of the motor. It degrades the
flux density and output torque. In this paper, a maximum
torque per ampere (MTPA) control scheme for IPM mo-
tor is proposed considering the temperature dependence of
the magnet field. With the use of an empirical look-up ta-
ble, saturation effect is also considered. The effectiveness
of the proposed control method is demonstrated through
MATLAB/Simulink simulation and experiment.

I. INTRODUCTION

Interior permanent magnet (IPM) synchronous motors
are widely used in hybrid electric vehicle (HEV) due to its
positive features such as high efficiency, high power factor,
and high power density[1]-[5]. Ferrites, ceramic magnets
and Neodymium-Iron-Boron (Nd-Fe-B) material are well
known material for IPM motor. Particulary, energy den-
sity of Ne-Fe-B is superior to the others, Nd-Fe-B magnets
are usually adopted for an IPM motor in a HEV appli-
cation[12]. Since the IPM motor is attached to the engine
block, it is always under the influence of engine heat. How-
ever, the flux density of Nd-Fe-B magnets changes signifi-
cantly as temperature changes. The flux variation causes
the output torque change for the same current. This will
affect the performance of IPM motor and eventually the
performance of the HEV.

Normally IPM has different reluctance paths along d and
g axes. Specifically, Ly > L4, where Lg and L, are d, g
axis inductances, respectively. Therefore, IPM has a torque
contribution from reluctance and d axis current can play
a role of increasing the torque. The concept of Maximum
Torque Per Ampere (MTPA) control has been emerged as
a method of maximizing torque for a given magnitude of
current vector[2]. Morimoto et al. modelled the saturation
effects on Ly and L, as linear functions of current magni-
tude [6]. Sebastian dealt with the temperature effects on
the torque production and efficiency of the motor[7]. Park
et al. applied MTPA control method to HEV with the use
of learning capability of neural network]8].

In this paper, the magnet flux is expressed as a function
of temperature. The proposed controller reads the magnet
temperature periodically and reflects its dependence on the

torque production. Further, MTPA rule is made as a look-
up table. Experiments were performed with the real HEV
IPM motor (12 pole, Vpe = 150V, 78Nm) in the different

temperature environments.

II. MoDEL OF AN IPM SYNCHRONOUS MOTOR

The d-q axes inductances of IPM synchronous motors are
susceptible to saturation due to high current excitation,
and can be modelled by making Ly and L, as function
of the d-g axes currents, 7q and 4,. Further, the magnet
flux density changes with temperature. Thus, we need to
consider the effect of flux variation with temperature. The
dynamics of an IPM synchronous motor in a synchronous
reference frame are described as follows [11]:

. COLg\ di )
vg = Rgig+ (Ld + Zdﬁ';) 7: —wrLgi (1)
OL,\ di
q
+ wrLgiq + w9, (1°) (2)

where vg and v, are the d- and ¢-axis stator input voltage,
iq and ¢4 are the d- and ¢-axis stator current, Lq and L, are
the d- and g-axis inductance, Ry is the stator resistance,
w, denotes the electrical angular speed, and ®,,,(¢°) is the
PM flux linkage at an arbitrary temperature ¢°. Note from
(1) and (2) that Lq/0iq and OL,/di, are introduced to
reflect the core saturation effect.
The torque of the IPM motor is given by

T = gg (@ (t°)ig + (La — Lq)iaiq] 3)
= DL @) o B+ 5(Ly — L) sin2g], (4)

where P denotes the number of poles,

Iy = \Ji% + 42 (5)

the current magnitude, and 3 = tan=*(—i4/i,) the current
8hase angle, respectively.
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Fig. 1. (a) HEV motor used in the test. (b) Ly and Lg of the tested IPM motor. (c¢) Measured torque and current phase angle versus current

for MTPA

To achieve MTPA for a given I, it should follow that
dT/dB = 0 and d*>T/dB3* < 0. Thus, we obtain from (4)
the MTPA solution such that [9]

. =P (t°) + /P (t°)2 + 8(Ly — La)?I?2

f = sin A(L, — La)l,

(6)

Note that (5) and (6) are the transformation map from
(44, iq) to the polar coordinate (Is, 3). The inverse trans-
formation is given by

ia = —Issin(p), (7)

I cos(p3). (8)

Zq -

III. Look-uP TABLE FOR MTPA TRAJECTORY

Due to the strong magnetic field of the permanent mag-
net and the additional field generated by iq and ¢4, core
is saturated and correspondingly Ly and L, decrease. It
is not straightforward to express the nonlinear saturation
effects. Therefore, it is better to rely on the look-up table
in the mapping between torque and (I, /).

In the rest of this section, we describe how we obtain the
look-up table from experiments. To make the MTPA map,
experiment has been done with the dynamo system shown

@
S

Torque [Nm]
8

100

Is [A]

Fig. 2. Experimental result in order to find Ig and 3 for MTPA, and
the MTPA trajectory.

in Fig. 1(a). The HEV motor is mechanically coupled to
a 20 kW DC motor via a torque transducer. Parameters
of the HEV motor are shown in Table. I. During the test,
the PM temperature was kept around 20C°. Motor was
running in speed-control mode, while the HEV motor was
operating in current-control mode.

I and (3 are used to find the maximum torque in MTPA
instead of (iq, i4), since MTPA condition is given by (6).
The maximum torque for a given Iy was searched by mea-
suring torque repeatedly while changing 5 from 0 to 90°.
Then after increasing or decreasing I, the same search was
performed. Repeating this procedure until it covers whole
(Is, B) space. Here, the torque was measured by a torque
meter. The MTPA trajectory was represented by a bold
line. For the convenience of notation, we denote by f (I, 3)
the map from (I, 8) to T. Fig. 2 shows the result of the
test and the MTPA trajectory. The values that do not ap-
pear in the look-up table can be found by an interpolation
technique.

It should be stressed here that the saturation effect was
already reflected in the map T = f(Is, 8). Specifically,
with the increase of current the core will be saturated, and
correspondingly Lq and L, reduce. Fig. 1(b) shows Lg
versus iq and Lg versus i4. Fig. 1(c) shows the measured
torque and (§ versus I;.

IV. MTPA CoNTROL SCHEME CONSIDERING PM
FIELD VARIATION WITH TEMPERATURE

A. Fluzx Variation by Motor Temperature

Remanent flux-density B, of PM decreases with temper-
ature. This effect is specified in terms of the reversible
temperature coefficient of B,., quoted in % per °C. If this
coefficient is defined by ag,., then the remanent flux density
at temperature t° is given by

o]
t 20] )

B0y = Broc0) {l‘l'aBr—lOO

where Bj.(200¢) is the value of B, at 20°C, i.e., room tem-
perature. The coefficient o, is about —0.1 ~ —0.12 in the
case of Nd-Fe-B magnet [12]. Further, the PM flux linkage
at open-circuit operating point ®,, is given by

P, =

B Am (10)
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Demagnetization Curves of Nd-Fe-B
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Fig. 3. Characteristics of Nd-Fe-B magnet : (a) Demagnetizing curves according to temperature. (b) Magnet flux linkages versus tempera-
ture[13].
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Fig. 4. Block diagram of the proposed MTPA control scheme.

where B,, denotes the PM flux density at open-circuit op-
erating point and A,, the magnet pole area, respectively.
Fig. 3(a) and (b) show the Nd-Fe-B magnet characteristics
at different temperature and the magnet flux linkages ver-
sus temperature, respectively. It follows from (9) and (10)
that the temperature dependence of PM flux is given by

(11)

where ®,,,9 denotes the flux at the room temperature(20°C').
In the real environments, PM temperature is assumed to
vary in the range of [—40C°, 120C°]. In that temperature
range, the flux varies from -8% to 4%.

t° — 20}

(I)m(to) = &0 |:1 + aBTilOO

B. MTPA Controller Considering PM Temperature Vari-
ation

The proposed torque control block diagram is shown in
Fig 4. It is distinct from the existing MTPA controllers in
that a temperature compensation algorithm is included in
the torque controller. For the realization of MTPA, con-
troller utilizes (I, §). The controller utilizes the look-up

table, i.e., the map (I, 3) = f~1(T) in generating the cur-
rent command I, and utilizes its inverse map T' = f (I, )
in obtaining the torque estimate from current. But as was
mentioned in the previous section, the saturation effect
were reflected in the map f or f~!'. However, it is the
table taken when the PM temperature is around 20°C.

To compensate for the torque offset due to tempera-
ture change, proportional-integral(PI) compensator is in-
troduced such that

K .
Ir = I;+<Kp+1>(T*—T)
S

(12)

where Kp, K; > 0 denote proportional and integral gains
and T is a torque estimate. The torque estimate is obtained
such that

T T + Torr (13)

3P .
f(]s, ﬁ) + 552(1 [(I),n(t ) — q)m()]

Because of the flux variation with temperature, 7, from

(14)

5t2he current to torque map f(Is,3) is not equal to the
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Fig. 6. Simulation results of torque with the MTPA control when the motor is running at 1500 r/min. (a) Without temperature consideration.

(b) With temperature consideration.

real torque which is generated by IPM motor. The dif-
ference between T, and the real torque causes the error of
the torque. The torque error resulting in flux variation is
caused by the first term in (3) ,which is called the excita-
tion torque. Therefore, the torque error is expressed only
in terms of the excitation torque.

In the proposed MTPA control, the new phase angle
command 3 to satisfy MTPA control is obtained using

(6).

V. SIMULATION RESULTS

Simulation was performed with the following parameters
of the HEV motor that we had: Output power = 12 kW,
number of poles = 12, maximum torque = 75 Nm, DC
link voltage = 150 V, maximum current = 200 A, R,=
12 mQ, Ly = aylig) + by mH for |ig] > 20 A; otherwise
Lq = 0.32 mH, and L, = az|iy|®> mH for [i,] > 20 A;
otherwise L, = 0.45 mH, where a; —2.81 x 1077,

by = 2.856 x 107* and a; = 5.4 x 1074, by = —0.06,
respectively. The simulation parameters of the IPM ma-
chine are listed in Table I. Fig. 5 shows the overall block
diagram for simulation using MATLAB/Simulink. Fig. 6
shows the simulation results of the torque with the MTPA
control when the motor is running at 1500 rpm. Fig. 6 (a)
shows the torque responses with the MTPA control method
without temperature consideration, while Fig. 6 (b) shows
the torque responses with the proposed MTPA control
method with temperature consideration. Without tem-
perature counsideration, as shown in Fig. 6(a), the torque
error is about -3.5 Nm at 120°C and 4.5 Nm at —40°C,
respectively. This substantiates that the effect of tempera-
ture becomes significant at a high or low temperature and
that the proposed control scheme considering temperature
yields the better performance.
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Fig. 7. Measured torque using CSD-807 when the motor is running at 1000 rpm and the torque command is 30 Nm. (a) Without temperature

consideration. (b) With temperature consideration.

VI. EXPERIMENTAL RESULTS

We constructed a dynamo system as shown in Fig. 1(a).
The HEV motor is mechanically coupled to a 20 kW DC
motor via a torque transducer. In the test, the DC motor
was running in speed-control mode, while the HEV mo-
tor was operating in current-control mode. DC motor was
running at 1000rpm, and the torque command was 30 Nm.
The experiment has been done at 40°C'. The torque of the
IPM motor was measured using the digital indicator CSD-
807. The digital indicator CSD-807 also has an analog
output, so displaying an analog signal is possible. Without
using proposed scheme, the measured torque from CSD-
807 digital output was 28.6 Nm when the torque command
was 30.0 Nm. The measured torque was 29.7 Nm after us-
ing proposed scheme. Fig. 7 shows the measured torque
when the torque command was 30 Nm. Here, the mea-
sured torque difference is small, but it is getting larger as
temperature is getting higher as you’ve seen in simulation
results.
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Abstract—Brushless DC motor drives are typically employed
in speed controlled applications. Torque control, particularly
during regenerative mode, is not the standard domain of BLDC
drives. However, it can be shown that the known BLDC control
approach can be extended to control the torque in the
regenerative mode even for low speed or at standstill. A
hysteresis controller is proposed, which is specified by means of
a state chart.

L INTRODUCTION

A brushless DC motor drive usually consists of a voltage
source inverter and a three-phase permanent magnet motor
quite similar to a standard three-phase drive (Fig. 1).
However, the BLDC operation mode, using only two of
three active phases at a time, enables a quite simple control
approach compared, e.g., with the flux-oriented control of a
three-phase permanent magnet motor. BLDC drives are
mostly used for speed-controlled applications in driving
operation. The torque-controlled operation, particularly in
the regenerative mode, is not the usual domain of BLDC
drives. This paper, however, shows how to revise the
standard BLDC control approach to enable even
regenerative operation.

II. CONVENTIONAL BLDC CONTROL

The typical BLDC operation mode is that, depending on
the rotor position, one of the three inverter legs is kept
inactive so that the current of that phase is then usually zero.
There exists only one current path through both of the active
inverter legs and the corresponding motor phases. One of the
active inverter legs serves as buck converter in order to
regulate the current, while the second active leg connects the

motor to the positive or the negative DC link potential.

The control objective is mostly the speed. A speed
controller may directly determine the duty cycle of a pulse
width modulator (PWM), Fig. 2, or a cascaded control with
an outer speed and an inner current control loop may be
employed. The inner current control may be a Pl-type
controller with pulse width modulator as shown in Fig. 3, or
a hysteresis controller, Fig. 4. This paper, however, will
focus on the current control loop of the latter structure.

The motor phase currents resulting from that kind of
control will show the typical square wave shapes. If a special
BLDC motor with trapezoidal EMF is employed, the
resulting torque is constant and proportional to the
amplitude of the currents. The BLDC approach, however,
can also be applied to permanent magnet motors with
sinusoidal EMF, but the torque will then include a 6th-order
harmonic content.

The control approaches with inner current control loop
differs in the way, how the current feedback I is generated.
The simplest solution is to use the DC link current,

I=i, (1)

That method, however, may cause problems at standstill
and low speed, because the DC link current is very small
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Fig. 2. Speed control with PWM
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TABLEI
DETERMINATION OF THE CURRENT TO BE CONTROLLED

1

area Q 21 Vv
1 -30°,30° | i =i, | v, =V,
2 30°, 90° =i, | vy =V,
3 90°, 150° | i, —i, | v.—v,
4 150°,210° | i, =i, | v.—V,
5 210°,270° | i, =i, | v, =V,
6 270°,330° | i,—i. | v,—V,.

! The angle ¢ =0 is that position, the free motor will take
with currents i, >0,i, =i. =—i, /2.

even with large motor currents. As alternative solution, e.g.
[3], I can be generated from the motor phase currents by

3 2 lid

or [= max {|zk|}
k=a,b,c
k=a,b,c o

2

Because one of the phase currents should be zero, the sum
yields the amplitude of the square wave. But this approach
can handle only the driving operation. In view of governing
also the regenerative mode, I should be better determined
by selection of the appropriate phase current depending on
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Fig. 5. Behavior in driving mode, @/2x =200 Hz
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TABLE II
INVERTER SWITCHING COMMANDS FOR DRIVING OPERATION

area 2 Sq Sy S,
1 -30°,30° +1 =S
2 30°, 90° -1 S 0
3 90°, 150° ) 0 +1
4 150°, 210° 0 -1 S
5 210°,270° | +1 -S 0
6 270°, 330° S 0 -1

the rotor position as proposed in Table I, where the correct
signs of the phase currents are considered.

The switching command S, either that of the PWM or of
the hysteresis controller, can take only two values that are
denoted as S = {+1,0}. Depending on the area of the rotor
position, the command S 1is distributed to the inverter
switching commands §,,S,,S,. by a logic table as specified
by Table II. In that notation, “+1” or “~1” indicate that the
upper transistor, or the lower one, respectively, is turned on.
“0” indicates that both transistors are turned off. In this case,
only the free wheeling diodes may conduct a current.

The result of this strategy is that the line-to-line voltage
V between the active phases (see Table I for definition of
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Fig. 6. Behavior in driving mode, @w/27 =20 Hz



V) is always
V=Svg =041, =04v, }=o.v. ) . 0
Neglecting the commutation between the phases, the
current behavior will follow the simple differential equation
2LI =V —2E-2RI
“)
={Vy.v.}-20p , —2RI

where E is the electromotoric force (EMF) of one phase,
and R and L are the resistance and the inductance of one
phase. As long as the sliding condition

V0:0<2a)1//f+2RI*<V+=de (5)

is ensured, the hysteresis controller will hold the current
within the tolerance band. V_=v, lets the current [
increase, V; =0 lets it decrease. The torque

T=2n,y,1 (©)

is proportional to the current [ , so torque control is equal to
current control. The numbers of pole pairs is n,

A typical behavior of the hysteresis current approach is
shown in Fig. 5 and 6. The figures show the three phase
currents i,,i,,i, of the motor, the control error [ i
together with the hysteresis width, the three inverter
switching command signals S,,S,,S., and the torque
compared with the desired value at constant speed. Fig. 5
shows the behavior for high speed, Fig. 6 for low speed.
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III. REGENERATIVE OPERATION

The described approach is even capable of regenerative
operation with slight modifications: If, in case of driving
operation, a transistor need not have to be turned on,
because the parallel diode is conducting, it iS now necessary
to switch it on. Vice versa, a transistor, which is conducting
in the driving mode, need not have to be switched on for
regenerative operation. The result is a modified Table II1.

The resulting behavior of the regenerative mode is shown
in Fig. 7, which is quite satisfactory. However, with
decreasing speed, the control behavior degrades essentially
(Fig. 8). The control is no longer able to force the current
back into the tolerance band, because the sliding condition

TABLE III
INVERTER SWITCHING COMMANDS FOR REGENERATIVE OPERATION

area ® S, Sy S,
1 -30°,30° 0 0 1-S
2 30°, 90° 0 S—1 0
3 90°, 150° 1-8 0 0
4 150°, 210° 0 0 S—1
5 210°, 270° 0 1-S 0
6 270°,330° | S-1 0 0
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(5) is violated. The minimum possible regenerative current
can be calculated from (5) as

Wy
—

I1>1 @)

min

IV. IMPROVED CONTROL STRATEGY

To overcome the problem of the regenerative mode and to
exceed the limit (7), the controller should be allowed to use
also the negative voltage V =V_ =-v,., which is possible
by appropriate switching commands. The two active legs of
the inverter work as four quadrant converter, which is able to
apply positive and negative voltages as well. A difficulty is
now that three switching states V = {-v de 0tV dc} have to be
handled, which cannot be generated by a simple hysteresis
controller with binary output S .

That is why the control concept was extended as shown in
Fig. 9. The proposal incorporates now two tolerance bands
£, and t&,. Usually, the controller works between the
inner thresholds *&, applying the voltages V,, and V,
alternatively. Only if the control error hits the second
threshold —&, , the voltage V_ will be applied. As already
shown for other converter topologies, [1], [2], state charts
are an appropriate method to specify such control strategies
pretty clear, which can be seen from Fig. 10. The state
transitions are triggered by the events E_,E_,F,_,F_, which
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TABLE IV
INVERTER SWITCHING COMMANDS FOR COMPLETE OPERATION RANGE

I">0 1" <0
ey v, V. 7 v, V.
1 0,0,0 0+1,0 | 0,+1,-1 | 0~1,+1 0,0,+1 0,0,0
2 0,0,0 | -1,0,0 | =1,41,0 | +1,-1,0| 0,-1,0 | 0,0,0
3 0,0,0 0,0+1 | -1,0,+1 | +1,0,-1 | +1,0,0 0,0,0
4 0,0,0 0,-1,0 | 0,-1,+1 | 0,+1,-1 | 0,0,-1 0,0,0
5 0,0,0 +1,0,0 | +1,-1,0 | -1,41,0 | 0,+1,0 0,0,0
6 0,0,0 0,0,-1 | +1,0,-1 | -1,0+1 | -1,0,0 0,0,0

indicate, if a threshold is hit. Each time, a new area of the
angle is entered, the state is reset to V.

The resulting states of the graph of Fig. 10 have to be
mapped to the particular inverter switching commands
S,.S8,,S8., which are given by Table IV. The resulting
commands depend on the area and the mode of operation,
driving or regenerative. The controller is completely
specified by the structure (Fig. 9), the state chart (Fig. 10),
and the mapping table (Table IV). As a proposal, most of
that functions can be implemented using a field
programmable logic gate array (FPGA).

The results with that new control strategy are shown in
Fig. 11 and 12. The control error is now depicted with the
thresholds &, and *¢&,. Particularly Fig. 12, which is the
result for low speed, shows that the desired torque is now
fully achieved (compare with Fig. 8). The states toggle only
between V|, and V_, which is the case, if the ohmic voltage
drop is larger than the EMF E .

Even Fig. 10 for higher speed shows a better result than
Fig. 7 with the original strategy. The states toggle mainly
between V|, and V., which is not different to Fig. 7, but,
during a commutation, the negative voltage V_ is now
applied for a short time so that the control error is much
faster back within the thresholds.
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V. CONCLUSION

It has been shown how to extend the hysteresis control of
BLDC drives for regenerative operation even at small speed
and standstill. The control approach does not need any
supplement of power electronics or sensors. As a particular
point of interest, the controller has been specified by means
of a state chart, which is an appropriate method for the
design of switching controllers. The control may be realized
using a microcontroller, or, as alternative, a field
programmable gate array (FPGA).
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Abstract- This paper presents external load disturbance
compensation that used to deadbeat load torque observer and
regulation of the compensation gain by parameter estimator.
The position response of permanent magnet synchronous motor
(PMSM) follows that of the nominal plant. The load torque
compensation method is composed of a deadbeat observer that is
well-known method. However it has disadvantage such as a
noise amplification effect. To reduce of the effect, the post-filter,
which is implemented by MA process, is proposed. The
parameter compensator with recursive least square method
(RLSM) parameter estimator is suggested to push real system to
nomial operating point of the motor system. The proposed
RLSM estimator is combined with a high performance torque
observer to resolve the problems. As a result, the proposed
control system becomes a robust and precise system against the
load torque and the parameter variation. A stability and
usefulness, through the verified computer simulation and
experiment, are shown in this paper.

I. INTRODUCTION

Recently, precision position control become more and
more important in chip mount machines, semiconductor
production machines, precision milling machines, high
resolution CNC machines, precision assembly robots, high
speed hard disk drivers and so on. Also one of a merging
technology is a nanotechnology. This part almost works in
nano-fabrication but now spreads to bio-engineering, optical
equipment, and so on. It is also very important for direct
drive systems. A PMSM has replaced many DC motors since
the industry applications require more powerful actuators in
small sizes. The PMSM has low inertia, large power-to-
volume ratio, and low noise as compared to a permanent
magnet DC servomotor having the same output rating [1][2].
However, the disadvantages of this machine are the high cost
and the need for a more complex controller because of the
nonlinear characteristic.

The proportional-integral (PI) controller usually used in
PMSM control is simple to realize but makes it difficult to
obtain sufficiently high performance in the tracking
application. A new systematic approach was done in state
space using digital position information in PMSM system [3].
However, the machine flux linkage is not exactly known for a
load torque observer that creates problems of uncertainty.
The cogging effect, some damage on permanent magnet, over
current can affect the value of &, . This caused small position
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or speed errors and increased the chattering effect, which
should be reduced as much as possible. It also makes miss-
estimated load torque in deadbeat observer system. In this
paper the parameter compensator with RLSM parameter
estimator is suggested to increase the performance of the load
torque observer and main controller. This compensator makes
real system as if it works in nominal system parameter.
Therefore the deadbeat load torque observer has a good
performance as if there is no parameter variation. Finally, this
controller can be used in robot or vestibular system which is
one of the simulators, that systems need the exact sinusoidal
speed control even though unbalanced load is injected. Other
production equipment also can take this controller to increase
the production quality.

II. MODELING OF PMSM

The system equations of a PMSM model can be described
as

M

2
where

p : number of poles
A, : flux linkage of permanent magnet

@ : angular velocity of rotor
J :inertia moment of rotor

B :viscous friction coefficient.

III. CONTROL ALGORITHM
3.1 Position controller

A new state is defined for the tracking controller as Eqn.
(3). Where o, is the rotor speed reference [2]. The control

input becomes Eqn. (4).



i=0-0
=—ko-k0-kz.

3)
4)

The augmented system for the speed control of a PMSM is
expressed as follows:

.
-2 00 k- .
@ | |y 2J 0
o=l 1 0 0fgl+| 0 |i,-| 0 |1,—0]6
z 0 1 0|z 0 0 1
I
y=[o 1 o]e (6)
z

If the load torque 7, is known, an equivalent current

command i, can be expressed as

(7

Then, the feeding forward an equivalent ¢ axis current

command to the output controller can compensates load
torque effect. However, disturbances are unknown or
inaccessible in the real system.

3.2 Load torque observer and MA process
It is well known that observer is available when input is

unknown and inaccessible. For simplicity, a 0-observer is
selected [3]. The system equation can be expressed as

1|8 _P . L .
M (|2 |2 @
yl=[ 1 0 0 |5+ 0 |i,+y-[0 1 0] 5||-®
7|10 0o o |7 0 T

To reduce disadvantage of deadbeat observer that is too
sensitive of noise, moving average (MA) filter is considered

[5].

i%h%@%ﬂﬁ%4n ©9)

3.3 Parameter estimator and compensator
The discrete dynamic equation of PMSM can be written as

yk+)=a-o(k)+p-yk)+y-i (k)+0-T, (k) (10)

qs
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where a——(l e- ) p= k (h—i-iriefgh)
B 7= ‘2JB5 B B ’
P JJ J L
S(—h-Ze 7.
2JB B B

Respectively, on the assumption that there is no effect of
the load torque, a feed back gain and a feed forward gain are
defined as C,, C, and C; respectively[6]. Then a control

input for a compensate parameter variation to make the
system as a equivalent nominal system becomes as follow:

i, (k) = C (k) (k) + C,(k)- y(k) + C; (k) -1, (k) (1)

Therefore resultant compensated system is equal to the
nominal equivalent system.

W+ =a- ak)+ - y(k)+ y(C (k) aXk)+C, (k) y(k) + C, (k)i (k) (12)
=a, - k)+f, yk)+y,-i,(k)

where a, f, y and «, , f,, y, are actual parameters and

nominal parameters, respectively. These values can be

obtained easily with Eqn. (12) as

(@, -2 , C, :—(ﬂ ,=F) , C, =2 respectively.

4 4 e
Parameter compensation requires real parameter estimation.
Using a discrete system equation without disturbance Eqn.
(13) we can separate a parameter and a measured parameter.

C =

yk+)=a-ok)+p-yk)+y-i,(k)=0"¢(k)  (13)

where HT:[a Yii 7/], ¢T(k)=[60(k) y(k) iqs(k)]-

A RLSM can estimate real parameter. Resultant equations are
as follows [7][8]:

Ok +1)=0(k) + F(k + D)@ (k)E(k +1) (14)

Flk+1)= F(k)- Fag g (0 F(k) (15)
1+ ¢ (k)" F(k)p (k)

E(k+1)=y(k +1)—0(k)" ¢ (k) (16)

where ér(k):[a p 7],

A

T,
iqs (k) _k_L >

t

¢ (k)=| k) y(k)

F(O):%I (0<d<<1).

The resultant block diagram of proposed controller is shown
in Fig. 1.
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Fig. 1. Block diagram of the proposed algorithm

IV. CONFIGURATIONS OF OVERALL SYSTEMS

The total block diagram of the proposed controller is
shown in Fig. 2. The C-Language program and a
TMS320C31 DSP implement the digital control part. The MT
method, which is realized by the FPGA, is used to reduce the
quantization error.

z‘?d lqc
E
¥

Position

e controller

CRPWM

RLSM
Parameter
Estimator

Unbalanc:
Load

MA+ |||
Torque | G(k) Encoder to Encoder
| observer *———ZOH*~— Tachometer
Caonverter
TMS320C31

Fig. 2. Block diagram of the proposed control system.
Experimental load systems directly coupled to motor axis are

depicted in Fig. 3. Fig. 5. This system creates time varying
load torque to show effectiveness of the proposed algorithm.

A

ed

‘ Q\ PMSM \\\\\
\ 2 \ \
| e | et
, L ' )
! Bar Load
/
1l
(a) Inertial load (b) bar load

Fig. 3 The figure of load for parameter and load variation
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Fig. 4. The configuration of the experiment system.

V. SIMULATION AND EXPERIMENTAL RESULTS

The parameters of a PMSM motor used in this simulation and
this experiment will be given as Table 1. The hysteresis band
gap is chosen as 0.01[ 4 ] and the sampling time h is
determined as 0.2 [ ms ]. The weighting matrix is selected as
O =diag[0.1 60 1000], R = 1 and optimal gain matrix

k=[0.0771 3.2321 11.4195] The deadbeat

observer and the gain matrices are calculated from nominal
values. The gain is obtained using the pole placement method
at origin in Z domain and becomes
L=[9623.9 2.7000 —275.00] . [4] The simulation results
are shown in Fig. 5 and Fig. 6. Fig. 5 shows the speed
response of the conventional controller, there is small speed
ripple and small overshoot caused by a current ripple of
hysteresis band gap and parameter variation

becomes

v ] e Tt

(a) Dead beat observer

el 1Y
"

(b) Dead beat observer and parameter compensator algorithm
Fig. 5 simulation results of the rotor position, q phase current
command for no load



The inertial parameter has 100 times of the permanent
This

conventional algorithm makes large current ripple due to

magnet value and 2 times of R and L wvalue.

parameter variation. Fig. 6 shows the result of a proposed
algorithm that is the same position command and a same
disturbance condition as Fig.5. We can see this load effects
are reduced by proposed algorithm of parameter
compensation. In case of bar load, inertia variation is not so

big. Therefore parameter algorithm does not work too large.

(a) using disturbance observer

i [=F -

(b) disturbance observer and parameter compensator

Fig. 6 simulation results of the rotor position, q phase current
command for inertia load, inertia parameter of 30 times
and variation of R and L

Fig. 7 presents 0.1[rad] scaled simulation results to show the
comparison between two controllers. Conventional controller
Fig. 6(a) has large position ripple compare with proposed
system Fig 6(b). These phenomena come from a parameter
compensator.

e (39 L3
s b

(a) disturbance observer
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L] L i =3

(b) disturbance observer with parameter compensator

Fig. 7 Performance comparison of two controllers for the
parameter variation

Some experimental results are depicted in Fig. 8 and Fig. 9.
In this experiment, real observer gains are reduced about 30%
to obtain some effectiveness of the parameter compensation.
The parameter compensator calculates real parameter and
compensates a current to fit for present miss tuned gain. Fig.
8 shows experimental results of the position with current
command about 3 sec durations. There is current ripple ins
steady state and large position overshoot in transient state in
Fig. 8(a). However, after 20 minutes, there is no current
ripple and position error in the proposed system as shown in
Fig. 8(b)

E“ - L1 L L}
lim
f |
= - =
el ‘
3 ;f..l.._p_ Boppjihipy b e & gy g
— I I J

(a) disturbance observer
q L} — L. q.

- )

(b) disturbance observer and parameter compensator (after
twenty minute)

Fig. 8 experiment results of the rotor position, q phase current

command for inertia load



More detailed figure is shown in Fig. 9 from 0 minute to 20
minutes. This figure has a scale between 0.1[rad] (0.7[rad] ~
0.8[rad]) to see a zooming data and it shows that the position

error decrease gradually after times go on.

v Lol
wil
| . T .
(a) disturbance observer algorithm
¥ 1
él 1 |
(b) disturbance observer and parameter compensator
(after one minute)
=, |
[ 2]
é’ I ¥

(c) disturbance observer and parameter compensator
(after twenty minutes)
Fig. 9 experiment results of zoom in the rotor position for
inertia load

VI. CONCLUSIONS

A new deadbeat load torque observer with a system
parameter compensator is proposed to obtain better
performance from the PMSM in a precision position control
system. This compensator makes real system work as in
nominal parameter system. Therefore the deadbeat load
torque observer has a good performance as if there is no
parameter variation. To reduce of the effect of the noise, the
post-filter implemented by MA process, is adopted. The
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system response comparison between the deadbeat gain
observer and the parameter compensated system with
deadbeat observer has been done. Since parameter
compensated system acts as there is no parameter variation,
the conventional deadbeat load torque well adapts to real
system. It can be used to cancel out the steady state and the
transient position error due to the external disturbances, such
as various friction, load torque and small chattering effect of
deadbeat control.
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Speed-sensorless stator-flux-oriented control of induction motor drives in traction
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Abstract- Indirect Stator-Quantities Control (ISC)
combines the principle of stator-flux-orientation proven
successful in Direct Self Control (DSC) with Pulse-Width
Modulation (PWM). High torque dynamics and robust
behaviour against input voltage disturbance are achieved
in the whole operation range including field-weakening.
After careful correction of inverter-voltage errors and dc
portions in the stator fluxes and currents not necessary
for the actual operation point the difference of the stator-
current space vectors in the machine and in the
controlled model is employed for speed and stator resis-
tance estimation, allowing to dispense with speed sensors.
A special flux management allows infinitely slow change
between driving and braking.

[. INTRODUCTION

In the eighties of the last century Vector Control of
Induction Machine already successful with industrial drives
was introduced in traction, too [1]. As well known it
impresses the components of the stator current space vector
in orientation to the rotor flux space vector by means of
control. In traction drives with high power this approach was
limited as the switching frequency is in general too low to
impress the currents sufficiently well.

In 1984 M. Depenbrock invented ([2], [3], [4], [1]) to
orient the space vector of the stator voltage directly to the
space vector of stator flux which is obtained in a very simple
manner as integral of the magnetising stator voltage, accord-
ing to Faraday’s Law. In Direct Self Control (DSC) the stator
flux activates the suited next voltage switching when it
reaches predetermined thresholds. Thus it guides itself on its
trajectory symmetrical to the origin and controls the magneti-
zation of the machine. Torque is controlled by the track
speed, in DSC simply by a torque hysteresis controller which
guides pulsing and makes a separate Pulse Width Modulator
unnecessary. Flux Self Guidance makes the drive insensitive
to input voltage disturbations met typically in traction, as e.
g. by pantograph bouncing. Asynchronous pulsing exploits
the limited switching frequency best compared to synchro-
nized pulse patterns [6] used elsewhere.

In the nineties IGBT inverters superseded GTO inverters
in the range of low and medium powers as typical for Light
Rail and Metro applications, allowing distinctly higher
switching frequencies. In the first years of this century the
same happened with inverters for locomotives and high-
speed trains. The question arose how to transfer the advan-
tages of Direct Stator Flux Control to these new inverters
which made some of the old restrictions obsolete. With suffi-
cient ratio of switching to stator base frequency sinusoidal
PWM can be used without drawback making the traction
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drive easier to adapt to severe line harmonics limitations. It
was already employed with DSC-controlled GTO inverters
in the starting region [4] where DSC shows some complica-
tions [1].

As Stator-Flux-Oriented Control uses the complete
machine model already it can be well applied for estimation
of speed from the terminal quantities. As often additional
broadband voltage sensors are not wanted careful compensa-
tion of the inverter voltage errors is applied when the voltage
is modelled from measured dc-link voltage and switching
commands. Then robust estimator schemes can be applied to
estimate two parameters, e.g. rotational speed and stator
resistance, from the difference of the space vectors of
machine and model currents. As the model is of the linear
fundamental-wave type the system is unobservable at stator
frequency being permanently zero. Nevertheless a special
management of the flux magnitude enables the drive to
operate permanently at any speed at and around zero.

II. MODEL OF THE MACHINE

Each highly dynamic flux-oriented control needs a model
of the induction machine as exact as possible to calculate the
non- measurable fluxes. On the other hand it must be calcu-
lable in sufficiently short time on a Digital Signal Processor
(DSP). Space Vector (SV) notation [8] is used for descrip-
tion, denoted by arrows under the letter symbols. For stator-
flux orientation the ,canonical” I'-Equivalent Circuit
Diagram (ECD) (with the leakage inductance L, concen-
trated in the rotor mesh) using the stator-fixed reference
system is most convenient (Fig. 1):

j®_>‘//r

Fig. 1. Equivalent Circuit Diagram of induction machine
in space-vector notation, stator-fixed reference frame

It describes the fundamental values of all quantities
correctly. Saturation of the main inductance L, is measured
off-line and taken into account by a characteristic dependent
on stator flux magnitude. The stator resistance R, must be
identified on-line.



The state equations can be derived according to this

ECD:
\i]u = Vg — Rs . is (1)
N -
¥, =R -ip+j-w-¥, 2)
— - —
The stator current is:
. . . 1 1 1
’f’_ﬂﬁ’_rf[zm]ﬂ—z'& ®)
Torque can be calculated by two equations
T=2.p-Im¥* - i, 4
7 -p-Im Fy l_>} 4)
3 1 .
T = 3'p'L_U'E;"&.SIHS (5)

with 8 = y(¥,)- x(¥,) and p number of pole pairs. The
— —

first equation is used within the DSP program, the second is
better suited for basic deliberations. It is well known from
the Synchronous Machine, and it will be taken to illustrate
the basic idea of torque control.

III. STATOR-FLUX-ORIENTED CONTROL

The basic task of machine control is to produce the
demanded torque and to keep the (stator) flux intensity on its
demanded value.

Stator-flux orientation leads the tip of the stator flux SV
on a predetermined trajectory — in the case of high switching
frequency a multi-corner polygon, nearly a circle ([4], [5].
The radius of the ideal trajectory will be defined by control
of the modulus of the stator-flux SV. The tracking speed — in
the sampled system expressed by the angular increment per
sampling period — results from the output of a linear torque
controller [9]. In the following we assume that the modula-
tion period 7T, equal to the half switching period is small
against the rotor leakage time-constant 7, = R, /L, and the
fundamental period 7.

A
B stator flux
trajectory
A0
K
A%
AX (V)
Zu -
/ >
, o
L/Ip, (V 71)
Fig. 2. Stator-flux trajectory and stator-flux increment AY, (v)
—>

per modulation period v

Fig. 2 shows the stator flux SV at the beginning and the
end of a modulation period 7,, (equal to processor cycle); in
the most general case the stator flux is stretched by £,(v) and
rotated by Ay.(v):

() = {(1+ky (1) - @Y} ¥, (v 1) ©)
— —
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and thus changed by
A, () = Pu(¥) — Pu(v—1)
—5 —> —
={(1+ ky() - ¥ -1} ¥, (v-1) O]
—

2} I
/\ *®
(1) @y
X
v =

AY oy

A pstat

e e S
¥ T Ryd T V4

Slip Frequency
Controller

Flux Modulus
Controller

Fig. 3. Basic structure of Indirect Stator-Quantities Control (ISC)

Fig. 3 shows the basic structure of the controller; all
quantities are mean values per sampling period. ky(v) is
delivered by a P-type flux-modulus controller. Torque set
(T") and actual value (7) are first transformed to slip angular
frequencies by multiplication with Rr/(%p -\¥2). Thus break-
down can easily be prevented by limiting the set value. Then
both angular frequencies are compared in a Pl-type control-
ler delivering the dynamic part of the angular increment,
Ay, The integral channel will be relieved by a stationary
feed-forward

A){/LSrat = (Cl) + CO:) ‘ Tm (8)
The following block calculates Ay ,(v) by developping
—>

equ. (7) in a Taylor series, broken after the fourth member:
AY,(0) = k() - {1- AW} - P00 - 1)
—> X —
~ {M0) -1 A7)} - ). ©)

The stator-flux increment SV will then be multiplied with
1/Tw yielding the magnetizing voltage v,, to which the resis-
%

tive stator voltage drop R, - b) will be added. Finally division

by vq m/2 delivers the voltage control SV 4 handed to the

PWM unit ([9], [10]).. Please note that there are no under-
layed current component controllers anymore.

Now the issue of low frequencies shall be addressed in
detail. The stator flux in the model will always be controlled
correctly, even at zero frequency. But at low frequency the
correspondence of model and real machine currents will be
unsufficient, mainly due to errors of the temperature-
dependent stator resistance and of the inverter voltages
modelled from measured dc-link voltage v, and switching
signals.

Fig. 4 shows the complete machine model acc. to equ.
(1)...(3). The very left blocks, in dashed lines, are current
balancing controllers comparing measured (isp)) and model
current (i.p) coordinates, to correct these errors in a
Luenberger observer structure. The gain has to be decreased



with increasing speed, so that the model works as an
i-n-model at low and as a v-i-model at high speed [5].

v

1o,

vsp

7 spw

Fig. 4. Complete induction machine model
(with current-balancing controllers)

If as shown the stator-voltage drop is calculated with the
model currents the control acts only on the model, the true
machine will only be ,,chained” to the model by the current-
balancing controllers. This enables e. g. testing of the control
without powering the real drive.

IV. FIELD-WEAKENING OPERATION

For high power traction drives the limitation of output
voltage by sinusoidal PWM to less than 90% of the
maximum possible value of the fundamental at square-wave
modulation is disadvantageous as the break-down torque at
high speed will be limited to less than 80%. By means of
suited overmodulation schemes [10] some 95% can be
reached, with comparable dynamics. But finally the transi-
tion to square-wave modulation has to be performed. When
the maximum voltage — it may be sinusoidal, ,,overmodu-
lated” or square-wave — has be reached, the torque (constant
power range) can only be controlled by field-weakening.

Fig. 5 shows the completion of the control structure by a
field-weakening controller. The stationary field-weakening
via the factor 1/yr (Y = W/ Wiaea; left part) works in forward
mode by amplifying the flux modulus feed-back. The angular

increase Ay, necessary for torque increase cannot be gained
as before as the voltage is already at its maximum. Here
Dynamic Field Weakening developped for DSC [1] is
helpful again [9].

Fig. 6 shows the transient for a torque step out of idling
operation, connecting the two stationary circular flux trajec-
tories with radii jza (before) and yc (after the step). For
short time the rotor-flux SV moves further-on on the trajec-
tory with the radius ., while the stator-flux SV takes the
»cut-off” trajectory AC having the same length as AB,
weakening the stator flux modulus intermediately to #uin,-
The angle 4 is increased from zero to the stationary value in
the fastest possible way.

The command for the dynamic field-weakening 1/ is
derived from the dynamic response of the slip frequency
controller, A.nyn, increasing the flux feedback additionally.

B

Fig. 6: Trajectories of stator and rotor flux SV
at Dynamic Field Weakening

A torque increase is thus performed in less than 1/3 of the
base period, without any voltage margin!. At a negative
torque step dynamics are achieved only by variation of the
control factor 4. After that the stator-flux modulus is guided

rather slowly (taking into account the rotor leakage time-
constant) to the new stationary value, to avoid excessive
leakage flux and thus overcurrent.

w l Tp
T* gor W,
— X = S X
ip\Rl/; E cvor A pistat
22 B0 o Slip Frequency
o . Controller Ay WDy,
AN I . = 1 21
— — | N 1’)}1 Tp Ry i T Vg4
sign (n) T
1 1 "X
s e —
U Ficld-Weakeni R o >
ield-Weakening X X T x >
[1 Controller ) ' >
Wul — ky |—.
= X o
: ~
M Flux Modulus . P .
Controller Fig. 5. Structure of ISC with Field-Weakening Controller
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V. CORRECTION OF INVERTER VOLTAGE ERRORS

Each model-based control structure is as good as the
quality of the modelled quantities and parameters. The major
source of incertainty is the modelling of the stator voltage
from the measured dc-link voltage and the switching signals.
Errors are due to
* Voltage drop of semiconductor devices
* Differences in the switching delay times
* Different influence of the interlocking time dependent on

the sign of the inverter output ( = stator) current

S ab,c
! ¥ i i i
Inv. fvs] IM —}u a Over- Correc-| 6

- 1 o4 .

Model["Model s Control-» mgg;‘ a (Atrl,(i/iO)H
\
Tvd "PWM"
YT0 abc

Fig. 7. Correction scheme for inverter errors in recent ISC

These errors depend mainly on the value and the sign of
the inverter output current. In the structure described up to
now the current-coordinate balancing controller will
compensate them, but only to that degree limited by the
stability of the control.

Fig. 7 shows the block structure of the correction system
applied with ISC today [10], [12]. Control hands the set
value for the (normalized) stator-voltage SV 4 to the

Overmodulation block, where the zero-sequence system for
Symmetrized Sinusoidal Modulation is added and
overmodulation is performed, if needed.

In the correction block the switching-time errors are
corrected and the device-voltage drops calculated, based on
the model stator current SV. Now the real switching edges
will coincide with the ideal ones. The demanded switching
commands S, are given back — together with the correction
voltage drops — to the Inverter Model calculating the model
stator voltages identical to those of the real motor.

It is now possible to operate the drive without current-
balancing controllers. The information set free by this can
now be used to estimate e.g. the speed. The most important
ECD parameter at low frequency is stator resistance as it
influences the stator current severely. It must be estimated
on-line for high performance drives.

VI. SENSORLESS IDENTIFICATION OF SPEED

Speed sensors in traction induction motors have always
been a bottleneck as spoiling the robustness and/or control
performance of the simple squirrel-cage motor: Either they
are robust - then the angular resolution is limited and the
signal delay at low speed is high. Or they have a high
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resolution and good dynamic response, but then they are
sensitive to shock and hazard.

In the last years the demand on the speed sensor grew,
e.g. for the aforementioned speed feed-forward or for speed
control as part of adhesion control systems. In low-floor
Light Rail Vehicles sensors increase the volume of the
individual small motors reasonably. Cost is not negligible,
for the sensor itself and for planning, mounting and commis-
sioning, and is an important component of Life Cycle Cost.

Open-loop speed estimation schemes are already widely
introduced in industrial application. They are extremely
dependent on parameters. Much more robust are observer
schemes, as e. g. that described in [11], which has been
extended and especially improved by the following scheme
({101, [12], [13]).

Basis is the linear fundamental-wave model used already
in ISC; no parasitic effects as slotting or saliency are used.
The real machine is described by an identically structured
ECD; the quantities in the real machine shall be designated
by the index ‘w’. The differences are Ax =x — xy,.

If as supposed both machine and model are fed with
identical voltages and show no difference in the parameters
the same current would flow in each. If the difference of the
stator-voltage drops due to different currents is not too big
both current SVs can be described in steady-state by the
same Heyland circle diagram (Fig. 8), assuming a constant
stator-flux SV.

Fig. 8. Heyland Circle Diagram for real machine (x,,)
and model (x) at identical stator-flux SV

It is obvious that the different speeds lead to different slip
values and thus to different stator currents. If all other
parameters are identical this difference can be employed to
speed estimation. From the figure it can be seen that e.g. the
component of ﬁ; being perpendicular to the stator-flux SV

v, will be suited as indicator under thr conditions assumed.
—

At the critical point of stator frequency being zero speed
identification is not possible in the stationary state: The
whole dc stator voltage drops over the stator resistance, the
rotor mesh is short-circuited by the magnetizing inductance.
Only a change of flux or speed can induce a current differ-
ence which may be evaluated for speed identification.

The mathematical analysis of the stator-current difference
leads to a space-vector differential equation of second order.
To make it more compact some abbreviations and normaliza-
tions shall be introduced before, the time-constant factor



_LJR, Ls+ Ly Ry

P=TJR, = L, 'R, (10)
and the leakage factor
— LU
O Tu+L,. (11)

The angular frequency is normalized to rotor breakdown
value @, =Ls/R;and designated by ‘»’, time is normalized to
the inverse of @. The derivatives to the normalized time
are marked by x. Then the differential equation can be
written as:

A_z; + (p+1—jnw)-£§ +p(a—jnw)-£§

The excitation of the system and by that the stator current
difference vanishes if the following conditions are fulfilled:

* The speed difference or the rotor flux are permanently
equal to zero (trivial case)

*  The derivatives of both quantities are zero

The last condition marks the case that speed identification

fails at stator frequency zero.

In the stationary case under symmetrical sinusoidal
conditions the first and second time-derivative of the stator
current difference can be expressed by the difference itself
and the normalized stator frequency n,:

(12)

(13)

Aig = j-ng -Aig , Aiy = —n? - Aiy
— — —> —

Then the solution of the differential equation for station-
ary operation is given by

Aiy = - ALy
= [pa—(nr+An)ns]+j-[p(nr+An)+n5] Ly 3§
(14)

This is a rotating space vector containing the information
about the speed difference. After multiplication with the
conjugate-complex rotor-flux SV, the leakage inductivity Lo,
an additional suited working-point-dependent complex factor
K and normalization by multiplication with 1/¥? a resting
quantity is obtained. The real part is parallel and the imagi-
nary part perpendicular to the product of E; and K.

Wy
Im{;; ~I_(-£;~Lg} = Gp-An

(15)

The perpendicular component to be used for speed
identification in an observer structure is proportional to the
speed difference and a function of the machine and operating
parameters and shall be summarized in a factor Gp. In the
prevailing operation range the factor K is chosen equal to

K=0+j-n)/J1+n?, (16)

showing a rather uniform negative gain. Only in the range of
very small stator frequency with opposite signs of torque and
speed the indicator would change its sign [9] and defeat a
stable control. The factor is then to be chosen as shown in
[13] to
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K = (1+j-n/o) /1 +n/o)? (17)

The corresponding gain is depicted in Fig. 9 dependent
on stator frequency #s, up to about double rated speed, with
the normalized slip frequency #, as main parameter.

At the critical stator frequency zero the gain Gi, vanishes
always, the machine is unobservable. Outside this region the
left part of equ. (15) can be used as error function for a
PI-controller adjusting the speed signal in the observer. The
practical settling time is about one third of the rotor leakage
time-constant 75 [12].

A
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Motoring
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A
\/

-10 0 10 ng

or=1 08 06

Fig. 9. Factor G;; = f(ns, n,); equ. (17)

The excellent quality of this speed observer scheme shall
be demonstrated by experimental results of a 120-kW
traction motor fed from a 500-kVA IGBT traction inverter
with a nominal de-link voltage of 750 V.

Fig.10 shows speed estimation under dynamic conditions.
A torque set value step sequence is given on the induction
machine coupled with a dc machine, speed follows mainly
in a triangular fashion. Real speed o, (measured with an
incremental encoder with 2000 pulse/rev.) and estimated
speed o are shown, together with the torque functions.

®
o)
0,1+
T A
Trated 0
1
0 —
-1 4 I 1
-0,1 L

Fig. 10. Estimated (® ) and measured speed (o, ) at
acceleration and braking with up to 100 % rated torque



Estimated speed follows the measured speed astonish-
ingly exactly, including the oscillation of the two-masses-
spring-system.

The peaks visible in ® when the torque changes very fast
are due to current displacement effects in the rotor bars
reducing Lsw. So the real rotor currents rise faster than those
in the model which cannot take care of this effect due to
limited calculation time. It will be interpreted by the speed
estimator as a negative speed error. But it has no vital conse-
quence on the quality of speed estimation as set value and
actual torque differ anyway during such extremely fast
transients.

With such a scheme speed reversals with a change rate of
24 min'/s and permanent full load operation at a minimum
stator frequency of only 0.33 Hz can be safely managed. But
it must be kept in mind that at still lower values or rates of
change the scheme will fail. An escape of the problem will
be given in Section IX.

VII. STATOR RESISTANCE ESTIMATION

An undispensable prerequisite is exact on-line identifica-
tion of the stator resistance which changes severely with
temperature. Obviously thermal sensors are not wanted.

The same change of temperature in stator and rotor shall
be assumed as first approach. So the value of p is not
changed, when R, changes. Then an equation similar to (14)
can be found for the appertaining stator-current SV differ-
ence %Rcaused by the difference AR, [14]. For small AR,

and p = p, this equation can be written as:

. n; — o’ —Jj-20nr ARy
= Z  LorY (19
with
Z=Ip-o—n.-nd+j-lp-n + ngl (19)

Multiplying the sum of equ. (14) and equ. (18) with the
conjugate-complex rotor flux SV, L, the complex (mainly
imaginary) factor Z and 1/%,* yields again a resting quantity.
The imaginary part of this is only proportional to AR

% y
| Q8 )+ Lo Z) = G

(20)

In steady state An has no influence on the result, as it is
contained only in the real part. As the stator resistance
changes only slowly an integral controller will be used for
identification. The left side of equ. (20) multiplied with the
sign of n, is its input. This method is independent of the
speed identification scheme for small differences of speed
and stator resistance.

Fig. 11 shows that speed estimation at very low stator
frequency needs correct values of R;. The drive (same as in
Fig. 10) operates at standstill with 100% rated torque (= 35%
of breakdown torque 7;). The model stator resistance value
is initialized to 80% of its nominal value. Due to this
mismatch the estimations of stator flux and correspondingly
of speed are wrong. The ripple frequency is six times stator
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frequency due to malfunctioning of the inverter correction
circuit (Fig. 7) by a severe difference between §> and zs_w)

The initial error in speed is 1% of rated speed.

Ry M o I
Rezoe| @ | Iy
08 + 04+ r

15+ Tb

06 + 034 s Ry

O R0

o ek as oas . )

start of identification

ik ket R
Nogijninimnihnisgiopn My
10 t/s

Fig. 11: On-line identification of stator resistance at standstill

At t = 1.9 s the identification of R, starts, the actual value
of 1.018 Ryoec is found within 2...3 s. Simultaneously all
state variables converge to their correct values, the ripple
vanishes and speed reaches the correct value zero. The
method operates well in the range of small frequencies where
the influence of the stator resistance is relevant and where
this identification is necessary.

VIII. SUPPRESSION OF PARASITIC DC VOLTAGES

As in the ISC structure only the mathematical model in the
DSP is controlled, unwanted dc components in voltage and
fluxes are of only numerical order and can thus be neglected.
As will be shown later there are possible operation points in
which — under steady-state conditions — dc portions must be
allowed in the stator fluxes and stator currents, which the
control must handle without problems. But of course inspite
of all sophisticated parameter identification and compensa-
tion of inverter voltage errors in the real inverter drive
parasitic dc voltage portions cannot be prevented. In
standard field-oriented control schemes the dc portions of
the measured motor voltages and (sometimes) wrongly the
stator fluxes are cancelled by filtering.

In ISC another way has been found: In a rather quick-
acting circuit the dc portions in the stator-current differences
are detected. To that purpose the stator-current-difference
SV is sampled at time intervals corresponding to e.g. about
5° of x (see Fig. 12). The dc-portion SV is then approxi-
mately [15]

Ai_ =~ l-(At +Aiy )+'-+-(At — Ay J] 21
iy = [ (i vy Jo (s - J e
and given on two PI-controllers, whose outputs are acting as

Ave_on the stator-flux integrator input, compensating any

(parasitic) dc difference between the model voltages and the
real inverter voltages, but not suppressing necessary dc port-
ions in the stator fluxes or the stator currents.



Fig. 12. Space vector of stator-current differences
caused by a parasitic dc voltage, at speed identification

IX. OPERATION WITH INFINITELY SLOW CHANGE
BETWEEN DRIVING AND BRAKING

The speed of a linearly modelled induction machine
cannot be observed at zero stator frequency without injecting
test signals providing a change of flux. Test signals are often
not wanted as they may disturb e.g. signalling circuits, or
they cannot be injected sufficiently with the low switching
frequency of high power inverters.

As it has been shown slow passings through the region of
very small stator frequency can be safely managed. The
question is whether an operation mode is possible which
simply avoids stationary working in the region below
0.4...0.5 Hz, a value that can safely be mastered with the
described control structure.

To that purpose a scheme has been proposed and
successfully implemented [14] which avoids operation with
too low stator frequency by manipulating the modulus of the
stator-flux SV. For a given (non-zero) torque a reduction of
the rotor flux modulus raises the necessary slip frequency:
__R-2 T
T3l (22)

The function of the operation management is explained
for a reversing of speed at constant torque. Fig. 13 shows the
normalized slip frequency #», as a function of normalized
speed. In the diagram working points with constant norma-
lized stator frequency n, are straight lines with gradient —1.
Speed identification works safely for stator frequencies with
an absolute value > 7i;. Thus the drive must not work station-
arily in the region between the lines n,= —#, and ns = 7 in
Fig. 13.

Starting at point A, the machine brakes with negative
speed and positive (non-zero) torque and slip frequency; the
absolute values of speed and stator frequency decrease. At
point B the stator frequency reaches the limit —#,. Now there
are two choices to produce the wanted torque:With full flux,
minimal slip frequency and negative stator frequency (point
B) or with reduced flux magnitude and a slip frequency
increased by An,. (point C), where the stator frequency is
already positive and > +7,.

wr
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Fig. 13: Normalized slip frequency », vs. normalized speed »
at constant torque

The operation management decides to decrease the flux
such that the crossing of the stator frequency through the
,forbidden zone” is sufficiently fast. On the other hand the
transition must be slow in regard to the rotor leakage time-
constant 7, to avoid an inadmissibly dynamic increase of the
leakage flux and thus stator current.

As speed changes further the operation point moves
along the line n, = +#i, towards D, while the flux is conti-
nously increasing again, so that the drive is operated »ns =7,
with maximum permissible flux and minimum stator current.
This is done by stator frequency control. At D normal motor-
ing operation with full flux and constant slip frequency is
reached again and maintained until E.

The opposite reversing starts at point E in motoring
mode. With decreasing speed point D and ns = +#i is
reached. For further decreasing speed the flux must be
decreased continously to keep the stator frequency at its
upper limit +#7,. The control supervises whether the torque
can be produced with full flux and negative stator frequency
< —#ny, too. When at point C the condition is fulfilled, the
drives changes sharply to B.

In practical operation an additional hysteresis avoids
jittering. Fig. 14 shows the time functions of such a very
slow speed reversal, measured at the 120-kW drive. The dc
load machine is speed-controlled and impresses the triangu-
larly changing speed; the IM is torque-controlled.

The two upper traces show stator flux modulus and
torque, the middle the observed stator frequency and the
lower traces the nearly perfectly coinciding values of true
and observed speed. For Ty = 0.35 T, the rated slip fre-
quency is 0.187-op = 271-0.89 s, which is more than the
double of the above-mentioned minimum frequency of
y=2-m-0.33s7;the frequency hysteresis is 0.02 g,
Stator flux is reduced down to 50%. [14] shows how at
practical no-load condition safe transition is reached by
switching on a minimum torque of less than 3.5% of rated
torque. [16] reports on practical tests on a Combino®
low-floor tram-car. It shows that vehicles running down a
slope can be smoothly stopped, held at zero speed and accel-
erated in the opposite direction, without speed sensors.
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Fig. 14: Very slow speed reversing operation with rated torque.
120-kW motor.

[17] finally states that the speed-sensorless operation will
be implemented in the new SITRAC Siemens traction
control and intensively tested in different light-rail and metro
applications in Spain, U.S.A. and Taiwan.

X. ADVANTAGEOUS DIFFERENCE OF
INDIRECT STATOR-QUANTITIES CONTROL
AND DIRECT VECTOR CONTROL

Fig. 15 shows in an overview the whole control system of
speed-sensorless Indirect Stator-Quantities Control (ISC).
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Fig. 15. Overall block structure of speed-sensorless ISC

In the Control block stator-flux modulus and torque refer-
ence values are computed together with the actual values of
stator-flux and stator-current SVs and torque, delivered by
the IM model (sections III, IV). The normalized output
voltage SV q is transformed in the PWM block to the

switching commands for the inverter (voltage error correc-
tion (section V) indicated only by the input arrow to the
inverter block). From the switching commands and the
dc-link voltage the stator-voltage SV is calculated in the
inverter model and handed to the IM model. The necessary
speed and stator-resistance informations for the v-i-n-model
are obtained from the comparison of the manipulated stator-
current SVs of model and machine (section VI). Finally the
Ais-block suppresses parasitic dc portions in the stator
voltages (section VIII).
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As claimed in section VIII there may be operation points
where dc portions in the stator fluxes and currents must be
admitted. Such a point is depicted in Fig. 16: The (very low)
speed reference is modulated with — mainly — stator
frequency 0.65 Hz.

cut-out enlarged by factor 5

D, 2000x4 incremental-
A

75=1,53s=1/0,65Hz

Fig. 16. Operation with stator-frequency-modulated speed
reference. Stable operation in spite of dc portions
in stator fluxes and currents

In stator-flux and stator current dc portions are clearly
visible. The slight 50-Hz oscillation in the speed signal is
due to such a disturbation in the armature current of the dc
brake machine, which demonstrates on the other hand the
excellent resolution of the speed identification scheme.

This operation is not allowed with direct vector control
systems (e.g. [1, 18]) suppressing all dc portions in the
measured stator voltages and perhaps the stator flux [18], as
those cancel the necessary dc portions too. Though this may
be regarded a somewhat hypothetic working-point, it makes
clear the extended operation possibilities of Indirect Stator-
Quantities control, compared with usual Direct Vector
Control at very low speeds.

XI. CONCLUSION

Indirect Stator-Quantities Control (ISC) unifies the
advantages of stator-flux-orientation proven successful in
Direct Self Control with Pulse Width Modulation well suited
for fast-switching IGBT inverters. Using the signals avail-
able in the control model motor speed can be estimated so
that no speed sensors are needed anymore. Careful feed-
forward correction of inverter voltage errors and especially
the on-line cancelling of their unwanted parasitic dc portions
is indispensable for safe operation in the zero-speed zone
with unrestricted speed reference. Additional work not
described here has been necessary on automatic identifica-
tion procedures of machine and inverter model parameters
and on procedures for magnetizing the machine with
unknown speed and residual flux without speed sensor.

ACKNOWLEDGEMENTS

The authors would like to thank their Ph.D.s Christoph
Evers, Christian Foerth, Frank Hoffmann, Stephan Koch and
Markus Weidauer for their contribution to this project.



REFERENCES

[ 1] A. Steimel, ,,Control of the Induction Machine in Traction®, in
Proc. 8th International Power Electronics and Motion
Control Conference (PEMC 98), Prague 1998, K 4 and
Elektrische Bahnen 96 (1998), No. 12, pp. 361-369

[ 2] M. Depenbrock, ,,Direkte Selbstregelung (DSR) fiir hochdyna-
mische Drehfeldantriebe mit Stromrichterspeisung®, etzArchiv
7 (1985), H. 7, pp. 211-218

[ 3] M. Depenbrock, ,,Direct Self-Control of the Flux and Rotary
Moment of a Rotary-Field Machine“, US Patent 4,678,248;
07.07.1987 (filed 18.10.1985).

[ 4] M. Depenbrock, ,,Direct Self-Control (DSC) of Inverter-Fed
Induction Machine”, IEEE Transactions on Power Elec-
tronics, vol. 4, pp. 420—429, 1988

[ 51 U. Baader, ,Hochdynamische Drehmomentregelung einer
Asynchronmaschine im stidnderfluBbezogenen Koordinaten-
system®, EtzArchiv 6 (1989), H. 1, S. 11-16

[6] A. Steimel, ,,Steuerungsbedingte Unterschiede von wechsel-
richtergespeisten Traktionsantrieben, Elektrische Bahnen 92
(1994), No. 1/2, pp. 4-36.

[ 7] M. Janecke, R. Kremer, G. Steuerwald, ,,Direct Self Control
(DSC), A Novel Method Of Controlling Asynchronous
Machines in Traction Applications®, Elektrische Bahnen 88
(1990), No. 3, pp. 81-87

[ 8] K. P. Kovacs, 1. Racs, Transiente Vorgdnge in Wechselstrom-
maschinen. Verlag der Ungarischen Akademie der Wissen-
schaften, Budapest 1959.

[ 9] M. Janecke, F. Hoffmann, ,,Fast Torque Control of an IGBT-
Inverter-Fed Three-Phase A.C. Drive in the Whole Speed
Range — Experimental Results™, in Proc. 6th EPE Conference
1995, Sevilla, vol. 3, pp. 399-404

[10]F. Hoftmann, ,,Drehgeberlos geregelte Induktionsmaschinen
an IGBT-Pulsstromrichtern”, Ph. D. Dissertation, Ruhr-
Universitdt Bochum, Germany, 1996.

[11]H. Kubota, K. Matsuse, T. Nakano, ,,DSP-Based speed
adaptive flux observer of induction motor*, IEEE Transac-
tions on Industry Applications, 1993, No. 2, pp. 344-348

[12] M. Depenbrock, F. Hoftmann, St.Koch, ,,Speed Sensorless
High Performance Control For Traction Drives®™, in Proc. 7th
EPE Conference 1997, Trondheim, Vol. 1, pp. 1.418-1.423

[13]F. Hoffmann, St. Koch, ,,Steady State Analysis of Speed
Sensorless Control of Induction Machines®”, in Proc. IECON
'98 (Aachen), Vol. 3, pp. 1626-1631

[14] M. Depenbrock, Ch. Foerth, St. Koch, ,,Speed Sensorless
Control Of Induction Motors At Very Low Stator
Frequencies®, in Proc. 8th EPE Conf. 1999, Lausanne

[15] Ch. Foerth, ,,Traktionsantrieb ohne Drehzahlgenber mit mini-
miertem Messaufwand”, Ph. D. Dissertation, Ruhr-Universitit
Bochum, Germany, 2001

[16] T. Frenzke, F. Hoffmann, H.-G. Langer, ,,Speed Sensorless
Control of Traction Drives — Experiences on Vehicles”, in
Proc. 8th EPE Conference 1999, Lausanne

[17] G. Amler, F. Sperr, F. Hoffmann, ,,Highly dynamic and speed
sensorless control of traction drives®, in Proc. 10th EPE
Conference 2003, Toulouse.

[18] M. Cirrincione, M. Pucci, G. Cirrincione, G.-A. Capolino, ,,A
New Adaptive Integration Methodology for Estimating Flux in
Induction Machine Drives®, IEEE Transactions on Power
Electronics, vol. 19, No.1, pp. 25-34, January 2004.

73



A 10KW SOFC-Low Voltage Battery Hybrid Power Processing Unit

for Residential Use -

A Student Project

Jinhee Lee, Jinsang Jo, Minsoo Jang, and Sewan Choi*

Seoul National University of Technology

Department of Control & Instrumentation Eng.

Seoul, Korea
*E-mail: schoi@snut.ac.kr

Abstract—T his paper outlines a 10kW power processing unit for
5KW SOFC-low voltage battery hybrid power generation which has
been developed for participation in the 2003 Future Energy
Challenge Competition organized by U.S. Department of Energy
and | EEE. The objective of the competition wasto develop afuel cell
inverter with minimum requirement for cost of $40/KW and
efficiency of 90%. The proposed power processing unit consists of
the front-end DC-DC converter, the DC-AC inverter and the
bi-directional DC-DC converter. Practical issues such as component
rating calculation, high frequency transformer design, heat sink
design, and protection are detailed aiming at the cost and efficiency
targets. A low-cost controller design is discussed along with
current-mode control, output voltage regulation with capacitor
balancing and a SOC control for battery management. A 10kW
hardware prototype was successfully built and tested in the
steady-state as well as in the transient-state. Experimental
performances are compar ed to minimum tar get requirements of the
fuel cell inverter. Thecost analysisisdone based on the spreadsheets
evaluation forms provided in the competition.

1. INTRODUCTION

A Fuel cell power generation systems are expected to see
increasing use in various applications such as stationary loads,
automotive applications, and interfaces with electric utilities due
to the several advantages over conventional generation systems.
These advantages include 1) low environmental pollution 2)
highly efficient power generation 3) diversity of fuels(natural
gas, LPG, methanol and naphtha) 4) reusability of exhaust heat
5) modularity and 6) faster installation [1].

Fuel cells are generally characterized by the type of
electrolyte that they use. Solid oxide fuel cells (SOFC) have
grown in recognition as a viable high temperature fuel cell
technology. The most striking quality of SOFCs is that the
electrolyte is in solid state and is not a liquid electrolyte. The
high operating temperature up to 1000°C allows internal
reforming, promotes rapid kinetics with non-precious materials
and produces high quality byproduct heat for cogeneration or for
use in a bottoming cycle. A number of different fuels can be used
from pure hydrogen to methane and carbon monoxide. The
major advantage of SOFC lies in its efficiencies raging from 55
to 60% [2].

In general, the function of a power processing unit (PPU) in a
fuel cell generation system is to convert the DC output power
from the fuel cell to regulated AC power. The power
conditioning unit that basically consists of an inverter is required
to have the following characteristics: 1) allowable for wide
output voltage regulation of fuel cell 2) controllability of output
voltage 3) available for isolated operation and line parallel
operation 4) fast reactive power dispatch 5) low output
harmonics 6) high efficiency and 7) suitable for high power
system [3]. Fuel cell production costs are currently decreasing
and have nearly achieved energy costs that are competitive with
local utility rates. The inverter cost must also decrease while at
the same time increasing efficiency, reliability, and power
quality levels. The cost reduction of a PPU will enable the fuel
cell systems to penetrate rapidly into the utility market.

Table I. System Specification

Design item Minimum Target Requirement

Manufacturing

cost Less than US$40/kW in high volume protection

nominal 5kW continuous @ DPF 0.7
10kW overload for 1 minute
Output Power oad @ DPF 0.7
overioa 5kW from fuel cell and SkW
from battery
Pri 29V nominal, 22~41 VDC,
rmary source 275A max.
Energy source from SkW fuel cell
48V nominal, +10% ~ -20%,
Battery

500Wh
Split single-phase 120V/240V, 60Hz

Voltage regulation +6%
Output voltage
Frequency regulation +0.1Hz
THD Less than 5%

Acoustic noise Less than 50dBA @ 1.5 m distance

Overall efficiency Higher than 90%

Over current, over voltage, short circuit,
over temperature, and under voltage

Protection
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2. PROPOSED POWER PROCESSING UNIT

Fig. 1 shows the block diagram of the SNUT fuel cell inverter
system. The DC voltage from the fuel cell, 29Vpc nominal, is
first converted to 400Vpc via an isolated high frequency DC-DC
converter. The 400V DC-DC converter output is then converted
to 120V/240V, 50/60 Hz, single-phase AC by means of a PWM
inverter stage. The 48V battery bank is connected to the 400V
DC link via a bi-directional DC-DC converter for charge and
discharge modes of operation.
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Fig. 1 Block Diagram of the SNUT Fuel Cell Inverter System
2.1 Front end DC-DC converter

A front end DC-DC converter is required to boost an
unregulated fuel cell voltage of 29V nominal to a regulated
400V. As shown in Fig. 2, the full-bridge type with two diode
bridges connected in series at the secondary is a topology of
choice. High frequency transformers are employed to allow a
low voltage to be boosted to two split 200V pc buses for the DC
link to the Inverter. The reason why two 2.5kW high frequency
transformers are employed instead of using a SkW high
frequency transformer is to reduce the leakage inductances and
therefore to reduce the duty loss. The reduced duty loss also
reduces turns ratio of the transformer. This in turn reduces the
voltage rating of diodes in the secondary side and the current
rating of MOSFETs in the primary side. The voltage source type
has been chosen because the inductor in the current source type
should have a large peak current rating of 275A.
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Fig. 2 Front-end DC-DC Converter
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Fig. 3 Main waveforms of the front-end DC-DC converter

Fig. 3 shows the main waveforms of the front-end DC-DC
converter. From the inductor voltage V| an equation can be
Vi) 5=

written as,
vV, - T-(1-D) 1)
N 2 2 2 2

Therefore, the duty cycle of the proposed front-end DC-DC
converter is obtained by,

D = M )
4-Ng -V,
According to eqn.(2), the duty cycle ranges 0.24 to 0.45 to
regulate the dc link voltage of 400V when the fuel cell voltage
varies between 22V and 41V.

Fig. 4 shows the block diagram for feedback control of the
front end DC-DC converter. The first goal of the control is to
regulate the dc link voltage. A PI compensator is used for the
voltage control. A current control is also implemented to improve
the dynamic characteristic of the system and to reduce current
ratings of the power components during load transient. The
current reference is restricted by a current limiter whose value is
adjusted by a command from the fuel cell controller so that the
power drawn from the fuel cell does not exceed its capability. A
low-cost phase-shift PWM controller, UC3895, is employed for
control of the front-end DC-DC converter. It allows constant
frequency PWM in conjunction with resonant zero-voltage
switching to provide high efficiency at high frequency [9].
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Fig. 4 Control block diagram for the front end DC-DC converter
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2.2 DC-AC Inverter

The inverter system consists of two half-bridge inverters,
utilizing center tapped dc link capacitors to generate a split
single-phase 120/240V,., 60Hz output as shown in Fig. 5. An
output L-C filter stage is employed to reduce the ripple
component and to draw a low THD AC waveform.
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Fig. 5 DC-AC Inverter

A low cost DSP Texas Instrument TMS320LF2407 DSP is
implemented to provide the control for the inverter system. The
DSP control will offer increased flexibility and will minimize
component cost. The goal of the DSP control is as follows: 1)
Supervise the whole PPU. 2) Generate the PWM gating signals
for IGBTs in the inverter stage. 3) Implement output voltage
regulation under varying load conditions. 4) Send the
bi-directional DC-DC converter a current reference. 5)
Communicate with the fuel cell controller.

To meet the output voltage tolerance requirement the AC
output voltage is sensed and a closed-loop control is implemented
with a digital PI compensator in the DSP. In the meanwhile,
unbalance in dc-link capacitor voltages causes generation of even
harmonics in the inverter output voltages. A simple output
voltage regulation method with capacitor voltage balancing
function is implemented as shown in Fig. 6. Suppose output
voltage V, has a positive dc offset, which means that the upper
capacitor voltage is greater than the lower capacitor voltage. The
output voltage V, is sensed and passed through a low pass filter to
obtain a dc component of voltage V,. This causes addition of a
positive value to the reference output voltage V,, resulting in a
decrease in upper capacitor voltage and an increase in lower
capacitor voltage.

faiiidrter

Fig. 6 Output voltage regulation and capacitor voltage balancing

2.3 Bi-directional DC-DC Converter

The fuel cell has a slow response, and therefore the power
demand from the load and the power supply from the fuel cell
does not coincide during a transient load. Therefore, a secondary
energy source is required to match the power difference between
the fuel cell and the load. High voltage batteries could be directly
connected to the 400V dc link without any intermediate power
converter, but the high voltage battery is relatively expensive and
may have the battery cell unbalance problem in the long run. A
48V lead acid battery pack is connected to the 400V dc link via a
bi-directional DC-DC converter shown in Fig. 7. A
current-source push-pull converter employing MOSFETs is
operated to discharge the battery whereas a voltage-source
full-bridge converter employing IGBTs is operated to charge the
battery.The control block diagram for the bi-directional DC-DC
converter is shown in Fig. 8. The DSP in the inverter system
determines the current reference for the bi-directional DC-DC
converter by calculating the difference in real power between the
PPU input and the load. The two PWM controllers, UC3825 and
UC3895, are employed for charge and discharge modes of
operation, respectively. One should be in idle state while the
other is in operation. Fig. 9 shows the inductor voltage and
current waveforms for charge and discharge modes, respectively.
Let us define turns ratio n, of the high frequency transformer T,
to be (See Fig. 7),

n N,
h = 3)
N P
During the charge mode, we have
V. 1
= (Vo =) - DTg =V - (- = D)Ts 4
n, 2
which gives
V, 2D
SR =27 (where, 0 <D <0.5) )
Vdc
During the discharge mode, we have
Ve 1
Viar * DaTs = = (Voo — n_) : (E —Dy)Ts (6)
2

Fig. 7 Bi-directional DC-DC Converter
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which gives

V, n
Ll -2 (0<D<0.5) 7
Voar  (1-2Dy)
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Fig. 8 Control block diagram for the bi-directional DC-DC converter
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Fig. 9 Inductor voltage & current waveforms

2.4. Battery management

An optimum use of battery combined with fuel cell can
reduce the cost of the fuel cell system, or improve the system
performance such as reliability and lifetime. To cope with the
slow dynamic response of the fuel cell(Maximum Slew Rate =
200 watts/minute), a 48 V battery pack is used as a secondary
energy source to supply transient load since the fuel cell system
including a reformer is sluggish even if the fuel cell stack has a
fast response.

During an overload condition the PPU is supposed to draw
S5kW from the fuel cell and SkW from the battery for maximum 1
minute. Charging and charge management must be provided such

that charge is unchanged at the end of a 24 hour test sequence [8].
The SNUT fuel cell inverter determines the mode of operation
based on battery state of charge (SOC). The SOC could be
measured simply by integrating the battery charging current |y
as follows,

Qo - jibat dt
QI’]

where Q, is initial charge and Q, is rated ampere-hour of
battery. The initial charge Q, is set to be Q, when the system
starts from full battery charge. More accurate measurement
requires in-depth considerations of various parameters such as
temperature, discharge rate, age and cumulative calculation
errors [5,6]. But this research is out of paper’s scope and it is the
authors’ intention to show the mode of operation determined by
SOC as an index.

In hybrid electric vehicle system where regeneration braking
is considered, the SOC is maintained between 0.4 and 0.8.
However, the SOC is controlled to maintain 1 for residential use,
which is the case of the competition. Detailed operational
procedure is as follows. When the load power exceeds 5kW,
which is the maximum output power of the fuel cell, battery
discharges its energy to the load through a bi-direction converter
until the overload condition is removed. When the load jumps,
but not overloaded, the battery should also discharge until the
fuel cell power increases and is able to supply the demanded load
power. After the discharging mode ends, the fuel cell power
continues to increase to charge the battery until the SOC reaches
1. In charging mode, the fuel cell charges the battery with a
current proportional to depth of discharge, but limits the current
to a maximum value recommended by manufacturer. The
magnitude of the charging current in the SNUT fuel cell inverter
system is determined as shown in Fig. 10.

SOC = )

LA

Fig. 10 Battery charging current

2.5. Protection and Diagnostic

The proposed PPU provides the protection capability of over
current, short circuit, over/under voltage and over temperature in
the circuit. Table II lists all the protection implemented in the
proposed PPU. The PWM control IC such as UC3895 provides
the capability to detect any fault signal through an input pin of the
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chip and will shut down the chip by disabling all the gate signals
to the switches. Temperature protection is implemented by using

Table III. Ratings of the Power Switching Services

a bimetal as a temperature sensor that is mounted on the heat sink. Section | Component | Designed value | Actual device Selection
If the temperature of the sensor rises over 60°C a fan on the heat V)| 4
sink starts to operate. If the temperature of the sensor rises over I\(AS(EEE)T e (10(;>\(/F I;];(?AON;&Q)
80°C a signal is sent to the gate drive for immediate shutdown. A | © S’g}ggd Ims (A) 1774 -
PC is connected to the inverter system so that the output phase converter Diode | Vpeak (V) | 410 DSEI2X31-10B
voltage, the output phase current, the output power, the frequency (DI~D8) - “ay | s | (1000V.30A, trr=35ns)
of the output voltage and some inverter status including faults, etc.
could be monitored. All the data monitored are also recorded in DC-AC IGBT Vpeak (V) | 420 2MBI200N-060
the PC and updated every two minutes so that inverter status fnverter | (SWI=SW4) [T ") 50 [ 600V 2004, Ve 15V)
could be interpreted after the fault has occurred. MOSFET | Voue (V) | 140 IXFNISON20
Table II. Protection Bi-directional | (S1,52) Lms (A) | 88.4 (200V, 180A, 10mQ)
DC-DC
converter IGBT Vioeak (V) | 420 MG50J2YS50
Fuel Cell OV (over 41V), UV (under 22V), OC (over 275A) (S3~86) o (A) | 119 (600V, 50A, Veran 2.1V)
DC-link OV (over 500V), UV (under 300V) High Frequency Transformer
Load OC (100%~110%, 1min.), SC ( over 110%) Ferrite core is chosen as a material of a high frequency
transformer. The power handling capacity of a transformer core
Battery OV (over 56.7V), UV (under 42V) can be determined by its area product WpA,, where W, is the
available core window area, and A is the effective core
Heatsink Over 60°C — Fan Start, Over 80°C — Shutdown cross-sectional area.
The area product W,A. is given by[9],

3. POWER COMPONENT DESIGN

The power components of the proposed PPU are designed
with the following system parameters.

eSwitching frequency for the front-end DC-DC converter :
25kHz

eSwitching frequency for the DC-AC converter : 20kHz

eSwitching frequency for the bi-directional DC-DC
converter : 20kHz

oDC link voltage Vq : 400V

eTransformer turns ratio Ny;: Ng; = 1: 10

ePermissible ripple current Al , = 50% of maximum dc

link current
ePermissible ripple voltage AV = 10% of the dc link voltage

Power switches

The ratings of the power switching devices used in each
section of the converters are listed in Table III. A safety
margin for MOSFETs and diodes in the front-end DC-DC
section should be considered due to voltage spikes originated
from the leakage inductance and/or the ringing phenomenon at
the secondary winding of the high frequency transformer. A
ultra-fast recovery diode is chosen to lower the switching loss
due to the high switching frequency operation. Since the
maximum battery discharge current is much larger than the
maximum battery charge current, the switch ratings of the
bi-directional DC-DC converter should also be determined based
on the discharge mode of operation at full load (SKW, 1min.).

=23.47cm*

8
WA, = P, -C-10 10

¢ 4.e-B-f,-K
where P4 is output power, C is current capacity which is
5.07x107cm?/ Amp for ‘EER’ core, e is transformer

efficiency which is assumed to be 90%, B is flux density which
is assumed be 2000(gauss), fs is switching frequency and K is
winding factor which is 0.3 for primary side only. Using the core
selection table by area product distribution, the core of
47054-EC was selected. Once a core is chosen, the calculation of
primary and secondary turns and their wire sizes are readily
accomplished. The number of primary turns is given by [9],

V108 41-10°
P 4.B-A-f, 4-2000-3.39-25000

Here, V, is the peak primary voltage and A is the cross-sectional
area of the core. Considering duty loss of 20% at the secondary
winding of the transformer originated from the leakage
inductance, the final number of turns for primary and secondary
windings are determined to be N, : Ny = 6 : 90. The wire sizes
AWG 0 and AWG 12 are selected from AWG table for the
primary and secondary wires whose circular mil requirements are
93,500 and 5,900, respectively. Ritz wires were used to reduce
the copper loss due to skin effect.

=3.18turns (11)

DC Link Inductor and Capacitors

From eqn.(1), the inductance can be obtained by,

N
(1=2D)- () Vi D
L= .
Al - f

(12)

=100 xH

S
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At displacement factor of 0.7 the maximum output VA becomes,

VA, = 10900 _ 14550 va (13)
The full load current of each phase is given by,
14280
= ———=59.5A (14)
a.rme 2 -120

For the sake of simplicity, the output current i, is assumed to
consist of only fundamental (l,1) and third harmonic (l53).
Further, assuming l,3 = 0.71,; since this is a typical case of a
single phase rectifier type nonlinear load [4],

larms ZAllar” + 1oy =1.221,, (15)

The most dominant component of the DC-link capacitor current
ic1 is the fundamental frequency current, the rms value of which
equals,

1
Ly 2 3o la, = 24 3A (16)
Capacitance can be obtained by,
I
= —cbl 243 _ 35 ms 17)

'T WAV, 2760 -20

Output filter

Based on the design procedure in [4], the filter inductance
and capacitance become,

X,  0.035

L = =
" 2xf, 27 -60

= 92.84 uH (18)

C, - (19)

=16 uF
2z - f, - #

c

Battery Inductor

The ripple component in the charging current should be
restricted by an inductor on the battery side. The magnitude of
the charging current depends on the capacity of the battery. The
maximum charging current is assumed to be 45A for battery of
48V, 155Ah. We allow the ripple current to be 20% of the
maximum charging current, that is, Ai, = 9A.

During the charge mode, the duty ratio D lies between 0.33 <D
<0.5.

When the switches S3 and S6 are turned on during the charge
mode we have (See Fig. 9),

(Vdc /nz) _Vbatt — Ail_ (20)
L DT,
Then, the worst case inductance is obtained by,
L= w.vm =39 uH (21
n, - Ai, - fg

The current rating of the inductor is dominated by discharge
mode of operation. The rms inductor current at a maximum
discharge becomes || =113 (A).

Heat sink

The heat sink is a crucial and a costly component of the PPU.
The first step is to calculate the power dissipation of switching
devices. Then, a thermal equivalent circuit for analyzing thermal
characteristic of the heat sink is defined as shown in Fig. 11,
where two different power devices are mounted on a heat sink.
Given power loss P; (where, | = 1 or 2) of a switching device,
Jjunction to case thermal resistance Rjc, case to heat sink thermal
resistance R, = 0.3°C/W, ambient temperature T, = 40°C, and
Jjuntion temperature Tj,; , heat sink to ambient thermal resistance
Ry can be obtained in the following procedure. The case
temperature T, can be given as,

T, = Tj,l -R- ch,| (22)
[J. ng. T Heki
L e
T, By Ter Eoke Tyt Ta
@, D,
Fig. 11 Thermal equivalent circuit
Then, heat sink temperature Ty, can be given as,
Th,l = Tc,l -R- Rch,l (23)
Then, the total heat sink temperature Tj, is,
T, =T, +T, (24)

Finally, heat sink to ambient thermal resistance Ry, is obtained

by,

T,-T

R, = _h "a (25)
P +P,

Table IV summarizes the thermal calculation required for the

heat sink design. Using the heat sink to ambient thermal

resistance, the area of the heat sink required can be calculated or

the heat sink can directly be selected from a manufacture by the

heat sink to ambient thermal resistance obtained.

Table IV. Thermal Characteristics for the Heat Sink Design

Pf)wer R T T T Ria
Section Device —— Je J b h (°c/
per unit | (°C/W °C °C) | (°C
it | cCW) | (O | (O) | Q) |
Front- MOSFET | 489 021 | 7026 | 60
end 454 | 0.11
DC-DC Diode 132 125 | 6585 | 493
Inverter IGBT 120.9 022 | 1125 | 859
Bi-direct | MOSFET 107.7 0.18 | 103.3 | 80.9 | 49.7 | 0.08
ional
DC-DC IGBT 39.9 0.31 675 | 552
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4. EXPERIMENTS AND PERFORMANCE EVALUATION

The output voltage and current waveforms for a steady state
condition at 4.4KW load level are shown in Fig. 12. The
experimental waveforms were also obtained for a discharge
mode of operation, that is, a load increase from 2kW to 2.7kW. In
this experiment a DC power supply emulates the fuel cell. The
lower trace in Fig. 13(a) shows an increase of the output phase
current, and the upper trace in Fig. 13(a) shows the output phase
voltage, which is well regulated during the load increase. The
upper trace in Fig. 13(b) shows the output current of the front end
DC-DC converter whose average value did not change after the
transient even if the ripple was slightly increased due to operation
of bi-directional DC-DC converter. The lower trace in Fig. 13(b)
shows the dc link voltage, which undergoes an overshoot and is
stabilized. Fig. 13(c) shows the PWM current waveform on the
dc link side of the bi-directional DC-DC converter. Fig. 13(d)
shows the current waveform on the battery side of the
bi-directional DC-DC. This demonstrates that for a sudden load
increase the output voltage is well regulated while the
bi-directional DC-DC converter would quickly draw the power
difference from battery. Fig. 14 shows variations in SOC and in
real power of the PPU input, load and battery sides. Initially, the
fuel cell is supplying a load of 600W, and the SOC is being kept
at 1. The load power jumps to 2000W at t = 2.13 min., and the
battery immediately starts to discharge with a current
corresponding to the power difference. The SOC starts to
decrease from this moment. As the PPU input power increases at
a rate of 200W/minute, the battery power decreases at the same
rate until it reaches the demanded load power plus losses. Since
the SOC is supposed to be maintained at 1 in the SNUT system,
the PPU input power continues increasing to charge the battery
until a charging current is set up. The PPU keeps charging with
the constant charging current and finishes the battery charge
mode when the SOC reaches 1. Photograph of the SNUT fuel cell
inverter system is shown in Fig. 15. Experimental performances
of some important design items have been obtained and listed in
Table V. As shown in Table V, the SNUT prototype inverter met
the minimum target requirements for most of the design items
such as frequency regulation, THD of the output voltage, output
voltage regulation and input current ripple. The cost analysis is
based on the spreadsheets evaluation forms provided in the
competition. The values in the table indicate only preliminary,
relative cost estimates, not dollars.
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Fig. 12 Experimental waveforms (4.4kW load):
output voltage and current : phase AB
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Fig. 13 Experimental waveforms ( 2KW-> 2.7KW ), (a) output phase
voltage and current (b) upper : output current of the front end converter ;
lower: dc link voltage, (c) output current of the bi-directional converter,
(d) battery current
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Fig. 14 SOC control for battery management

Fig. 15 Photograph of the SNUT fuel cell inverter

Table V. Experimental performance (no load to 4.4kW load)

2003 FEC
Specification performance

SNUT team

Design Item .
Experimental performance

Frequency 60Hz £0.1Hz 59.95Hz ~ 60.09Hz
THD (Output volt

(Outpu .VO aee 5% Lower than 1.94%

harmonic)

Regulation +6% -2.4% ~+0.2%

Input current ripple 3% Lower than 2.2%

. . Total 88% at 4.4kW load
Efficiency Higher than 90%
(DC-DC:90%, INV:97%)
Cost $40/KW $45.18/KW

5. CONCULSION

In this paper a 10kW power processing unit for SKW
SOFC-low voltage battery hybrid power generation has been
proposed for the 2003 Future Energy Challenge Competition
organized by U.S. Department of Energy and IEEE. The
objective of the competition was to develop a fuel cell inverter
with minimum requirement for cost of $40/KW and efficiency of
90%. Many practical issues such as component rating calculation,
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high frequency transformer design, heat sink design, and
protection have been detailed. Battery management has been
performed by a SOC control. The SNUT prototype inverter met
the minimum target requirements and demonstrated a good
performance in most of the design items.

REFERENCES

R. Anahara, S. Yokokawa and M. Sakurai, “Present Status and
Future Prospects for Fuel Cell Power Systems”, Proceedings of the
IEEE, March 1993, vol 81, no. 3, pp399-407

M.W. Ellis, M.R. Von Spakovsky, D.J. Nelson, “Fuel cell systems:
efficient, flexible energy conversion for the 21st century”,
Proceedings of the IEEE, vol. 39, no. 12, pp.  1808-1818,2001

N. Azli, A. Yatim, “DSP-based Online Optimal PWM Multilevel
Control for Fuel Cell Power Conditioning Systems”, [IEEE IECON
2001 conf. Rec., 29 Nov-2 Dec.2001, vol. 2, pp.921-926

R. Gopinath, D. Kim, J. H. Hahn, M. Webster, J. Burghardt, S.
Campbell, D. Becker, P. N. Enjeti, M. Yeary, J. Howze,
“Development of a Low Cost Fuel Cell Inverter System with DSP
Control”, IEEE PESC 2002 Conf. Rec. , June 2002, vol. 1, pp.
309-314

A. H. Anbuky and P. E. Pascoe, “VRLA Battery State-of-Charge
Estimation in Telecommunication Power Systems”, IEEE Trans. on
Indus. Elec., vol. 47, no3, , pp. 565-573, 2000

(1]

(2]

(3]

(3]

[6] X. Wang and T. Stuart, “Charge Measurement Circuit for Electric
Vehicle Batteries”, IEEE Trans. on Aerospace and Electronic

systems, vol. 38, no. 4, pp. 1201-1209, 2002

K. Wang, C.Y. Lin, L. Zhu, D. Qu, F.C. Lee, J.S. Lai, “Bi-
directional DC to DC Converters for Fuel Cell Systems”,in Conf.
Rec. 1998 IEEE Workshop on Power Electronics In Transportation,
pp-47-51

The 2003 International Future Energy Challenge Web Site;
http://www.energychallenge.org/

(8]

(9]
[10]
[11]

Texas Instruments, http://www.ti.com/
Design application note MAGNETICS. INC.

A. L. Pressman, Switching Power Supply Design. McGRAW-
HILL INTERNATIONAL, 1999.



Impedance Control of flexible Structures

F. Palis, S. Sokolov

Institut fiir Elektrische Energiesysteme
Otto-von-Guericke-Universitit Magdeburg, Germany
39106 Universitétsplatz 2

Magdeburg (Germany)
frank.palis@e-technik.uni-magdeburg.de

Abstract: Depending on the problem to be solved different
control strategies can be used. All strategies can be classified as
feedforward or feedback control systems. Its advantages and
disadvantages are discussed in the paper. Special emphasis is
put on the analogy between mechanical and electrical phenom-
ena. It will be shown that some times the representation of
complex mechanical systems in form of electric equivalent
schemes can give a better understanding of physical interac-
tions and open new ways of vibration damping. As example for
the convenience of electric equivalent schemes impedance con-
trol is considered. The later turns out to be very robust and
appropriate for practical applications. Using internal accelera-
tion, speed or position feedback of the actuator its own dy-
namics can be neglected and some times system integration is
facilitated. However, rigid control of one or more state vari-
ables of the system changes the boundary conditions of the
system that must be taken into consideration when modeling
plant dynamics.

1 INTRODUCTION

Owing to the development of new types of actuators and
progress in the field of hardware technology for real time
operation more and more attention has been paid to the
problem of vibration damping in mechanical structures. De-
pending on the problem to be solved there are two funda-
mentally different approaches which have been used in the
past for vibration suppression. In the case, if the exciting
force changes its position or the structure is excited by dis-
tributed forces a system of actuators can be used to compen-
sate vibration at the desired point. Vibration damping of an
elastic beam using piezoelectric patches placed on a beam
[1] can serve as example. Another solution is to decouple
the vibration source from the receiver with active mounts.
To this aim the vibration transmission paths from the beam
to the supports must be interrupted. This approach guaran-
tees more efficient vibration reduction than traditional pas-
sive supports for which the loss of performance at low fre-
quencies (below 500 Hz) is typical [2]. The best isolation
rate is generally obtained when an active system is used in
combination with a passive bearing [1,2]. This method en-
ables a compromise between high-frequency isolation due to
passive isolation system and good low-frequency isolation
without static problems. Typical examples of isolation sys-
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tems are: car suspension design [3] and isolation of equip-
ment from a vibrating body [4,5].

In recent years a number of researchers have been investi-
gating the use of intelligent algorithms as e.g. adaptive fil-
ters or neuronal networks to control the actuators. Very of-
ten, if on the one hand the impacting force is known or the
signal related to the disturbance input can be obtained and
on the other hand the error signal is available the concept of
feedforward control is used [1,6]. In case, if there is a noise
on the feedforward sensor, vibration suppression perform-
ance can be improved using a hybrid control system [7].
Otherwise a feedback controller has to be implemented [2].
Impedance control, as will be shown in the paper, offers
good possibilities for designing robust damping systems.

The paper deals with different vibration damping strategies
when using piezoelectric actuator systems. In previous
works is has been shown that acceleration, speed or position
controlled piezoelectric actuator systems facilitate their
system integration. It has been proved that current feed pie-
zoelectric actuators systems in sliding mode operation are
characterised by linear dynamics and can be easily inte-
grated in complex control schemes. In addition, they allow
multi-actuator operation with energy recovering [8].

2 TWO PROACHES FOR VIBRATION CONTROL

2.1 Feedforward Vibration Isolation Techniques

In a feedforward control structure the actuator signal is cal-
culated from measured reference signals or from statistic
data that are obtained from the perturbation (fig. 1). Here the
structure response to actuator signal must be compensate the

X[ k] o mechanische d[ k]
o Struktur P(s)
elk]
LY
!
FIR adaptives y [kz Aktuator-Sensor
Filter W(z) o Pfad S(s)
ylK]
Modelides | X'[K] FxLMS
—p| Aktuator-Sensor > Adaptations- -
Pfades S(z) algorithmus

Fig.. : 1I:

Feedforward control structure

vibration due to the outer excitation force. The control sig



nal is generated by an adaptive filter to

l+az"+...+ a,z"+...+ az 3 427

cope with changing structure parame- N(iz )=
ters. Since the resulting system repre-

sents an open loop system and the in-

vestigated mechanical structure is stable the stability of the
feedforward controller determines the stability of the whole
system. It is known, that all poles of a FIR filter are situated
in the origin of the z-plane. Moreover a FIR controller can
not cause instability in an open loop system while the adap-
tation algorithm is stable. The filter coefficients are calcu-
lated using the gradient method [9].

o[k +1]=o[k] - ux'[klelk] M

Here x'[k] is the vector of the last N values of the refer-

ence signal filtered with the transfer function of the sensor-
actuator-path:

x'[k] = s[k]x[k] )
The algorithm (1) is known as FxLMS—algorithm minimis-
ing the medium square error E {ez[k]}. The phase of the
transfer function from the actuator to the sensor must be

identified with an accuracy of +90° to guaranty conver-

gence of the algorithm [9]. On the other hand time of con-
vergence, stability and the choice of parameters depend on
the step width p whose maximum value is limited by the
number of coefficients and the performance of the filtered
reference signal [9].

2

NP A3)

Hmax =
Since the optimal filter coefficients depend on the signal the
steady state perturbation signal x[k] must be available for
adaptation. That is why transition processes increase the
time of convergence of the algorithm [10].
To compensate several tonal perturbation the reference sig-
nal can be generated using the frequencies of the perturba-
tions [9 ,11]. The identification of the frequency is realised
by an adaptive notch filter (ANF) shown in figure 2. For the
adaptation of the ANF the RLS-algorithm (Rekursive Least

LR [

,_/

RLS
Adaptations-
algorithmus

1A(pz") elq

Y

Fig.:. 2: Adaptives Notch Filter

Square) is used that guaranties a faster convergence in com-
parison with the LMS but demands, however, more opera-
tions per summation step. In accordance with [11] ANF pos-
sesses a symmetrical numerator and, consequently, the
properties of an ideal notch filter with stable poles in the z-
plane. The denominator coefficients results from the nu-

merator coefficients by multiplication with a fixed factor p
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(4)

1+ paz" +.. .+ pPa,z? +...+p? gz 4 p?rz

to the corresponding power. So the poles of the tranfer
function (4) are placed independently of the zeros [11].

P, :p712~ (5)

l
The observed frequencies of the signal x can be calculated
from the zeros

i
When using a separate feedforward controller for each of the

identified frequency convergence of LMS algorithm can be
improved [9].

(6)

langle(zi | Az =0)
2n

22 Robust feedback control

Let us start from the supposition that sensor and actuator
cannot always be placed in the same point of the structure
(collocated). Moreover, a mechanical structure with distri-
buted parameters often possesses positive zeros [11, 12].
Zeros in right part of the complex plane, however, cause a
large phase shift between the control signal and the measure
signal and affect the stability margin. In many cases, using
parameter adaptation accurate models can be obtained only
within a limited range of frequencies (in our case from 50 to
900 Hz). The H -theory permits a direct specification of

the model error using the frequency response.
The transfer function from the disturbance input d to the

d G(s) Z
* Py YW, >
n z
W, -
|—’ APO
u + +y + e
' Py —O
K -

Fig. 3: Interpretation of the H 00 -Theorie

first structure output z; (see figure 3) without consideration
of the uncertainty AP(s) corresponds to the weighed func-
tion of sensitivity S(s):

To solve the problem in the context of H_, -control we must
apply a sensor noise to the structure (equ. 8).

_a)
d(s)

P, (7)

=YW ()1 + Ry($)K ()™ By () =y (5)S(s)

d

To solve the problem in the context of H ., -control we must
apply a noise to the structure (equ. 8).



_ Zz((s)) —W,(s)K (s)(1+ P,(s)K (5))" = W,(s)T(s) (8)
ns

Taking into account the model uncertainty at high frequen-
cies as additive uncertainty AP(S) the closed loop system is

stable if yields [12]:
IAP()T ()|, <1 ©)

Choosing an optimal Hoo-controller the o0-norm of the
closed loop system is minimised:
*

Wi(s)S(s)
W, ()T (s)

*
From (9 and 10) can be obtained the stability condition of
the closed loop system for the transfer function AP(s) [12]:

sAP(jo)] <5, (jo)] (11)

Here G [ ] characterises the maximum singular value of the

zyn

(10)

0

corresponding transfer function.

Experimental investigations were carried out at a beam fixed
on both sides as shown in fig. 4. The applied weight func-
tions and the frequency responses of the controlled and un-
controlled system are depicted in fig. 5.
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Fig. 5: Experimental results
3 IMPEDANCE CONTROL OF FLEXIBLE

STRUCTURE SYSTEMS

3.1 Modal representation and electric equivalent

scheme of flexible structure systems

As known, the dynamics of flexible structures can be repre-
sented using modal transformation. To illustrate the pro-
posed approach let’s consider flexural vibrations of a beam
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Y

Fig. 6: Flexural vibration of a beam

(see fig.6). Using modal transformation and considering
only one exciting force vibration of nmodes can be de-
scribed by the following system of differential equations.

maq, +diq1 + kg =N F
myqs +drqy +kyqy =Vo F

............ (12)
My +dnqn +kyqn =Vy F
y=haq +V2qz +...Vaqy
with
m; - equivalent masses
d; - equivalent damping factor
k; - equivalent spring constant
V; - eigenvectors
q; - modal coordinates
or in matrix notation
A*q=V*F (13)

with
A - modal vector

Drawing the well known analogy between
mechanical and electrical systems [9] equa-
tions (12) can be rewritten in the form

di
L1i+Rli1 +LJ‘l‘ldt=u1
dt C
diy 1
Ly —=+R,i +—Ii dt=u
2 dt 202 Cz 2 2

(14)

The system of equations (14) can be represented by the
equivalent electric scheme in fig. 7. Here currents stand for
velocities, voltages for forces, inductances for masses, re-
sistances for damping factors and capacitances for spring
constants. Dividing equation (12) by the corresponding ei-
genvector V the feeding voltage U; in equation (14) will

be the same and the equivalent scheme can be simplified as
shown in figure 8. The presented approach can be



generalised for &
exciting or actua-
tor forces using
the superposition
law. Conse-
quently, the same
equivalent scheme
with the corre-
sponding  eigen-
vectors can be
used  independ-
ently k times and
the resulting cur-
rents have to be summed up. As will be shown later, rea-

: ’;U<—K_‘ O}_O_I:

i

Fig. 7.: Electric equivalent scheme

1 L J_Ci
UC) R | II:

Fig. 8: Transformed electric equivalent scheme

soning in terms of electric schemes may be useful for
physical interpretation and for control structure design.

3.2 Impedance control of a flexible beam

Damping of an elastic structure can be reached by using
impedance control. To this aim the displacement is meas-
ured and applied via an impedance function to the actuator.

— —
X, X
Impedance  |q 2= | !
v transferfunction B
power
amplifierd

lFH I

: :

sensor
Fexc

Piezo-Patch

Fig. 9:: Principle of impedance control

The notion of impedance is common in electrical and me-
chanical engineering [9]. In electrical engineering imped-
ance is defined as a complex resistance Z =U/I whereas
in mechanical engineering it represents the quotient of the
force vector and the velocity vector Z = F'/v . The general
scheme is given in fig. 9. To make the working principle
clearer let us represent the control scheme as electrical
equivalent scheme. In accordance with equation (13) vibra-
tion in the point of measurement can be written as

(15)

or graphically represented as shown in fig. 10 Taking into
account that currents stand for velocities and voltages stand

q:A_l[Fex *Vex +Fac >kVac]
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F o Ty for mechanical forces the me-
A Vex q chanical system can be repre-
sented as electrical system de-
Fo. [ scribed by the equation
ﬁ A Vac . . .
i=lgy +ige

. ) 16)
Fig.11: Matrix represen- _ —1( -1 )(
tation of the damping =Z e +Vex Vaclac

system
or
o ¥ -1 -1
i =7 Uex +Z Uac (17)
with

i, , reduced current vector

. -1
I =lg + (Vex Vac )
Z - impedance vector.

It is obvious that decomposing the current into the excita-
tion and actuator components and utilising the reduced cur-

rent vector i
the mechanical
system  repre-
sented in fig 9
can be de-
scribed by the
equivalent
scheme given in
fig. (11). The
advantage  of
this representa-
tion consists in
utilising the
same  scheme
both for the excitation and the actuator circuit.
The aim of impedance control consists in designing a filter
for the flexible structure by introducing a virtual impedance
in the mechanical structure. As known, electric filters can be
designed in T- or IT -structure. Figure 12 shows the scheme
with T-filter. A virtual impedance can be realised by intro-

Fig. 11: Electrical equivalent scheme

*

flexible structure

Fig. 12: Impedance control using T-filter

ducing a velocity depending force into the mechanical
structure or, in electrical terms, by introducing a current
depending voltage as depicted in figure (13). It can be
shown that the system with T-filter (fig. 12) and the system
with virtual impedance (fig. 13) are electrically identical
when choosing

* lez +Z2ZO +ZIZO +ZIZ+Z()Z

Zo
Let us introduce a low pass supposing

Uy =1 (18)



s - physical interpretation and for control structure design. As

example for the convenience of electric equivalent schemes

impedance control is considered. The later turns out to be
very robust and appropriate for practical applications. In
contrast, usual feedforward and feedback systems suffer
from parameter sensitivity.

Fig. 13: Vibration damping with virtual T-filter

Zl :Rl
Zy= !

JjoCy
Zz :0

Consequently, equation (18) can be simplified

|

|

|

|

|
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Abstract— This paper proposes a new configuration of UPFC
based on H-bridge modules, which are isolated through
single-phase multi-winding transformers. The dynamic
performance of proposed system was analyzed by computer
simulations, assuming that the UPFC is connected with the
138-kV transmission line of one-machine-infinite-bus power
system. The proposed system can be directly connected to the
transmission line without series injection transformers. It has
flexibility in expanding the operation voltage by increasing the
number of H-bridge modules.

I INTRODUCTION

UPFC was proposed as the most promising FACTS device
to improve the dynamic performance of power transmission
system. The presently developed UPFC operates in a dc link
voltage much lower than the operation voltage of power
transmission system [1]. The reason for low dc link voltage is
limitation on the maximum sustain voltage of high-power
semiconductor switches, which is about 6000V for the
commercially available GTO.

A technique called series connection of GTOs was
developed to increase the dc link voltage of UPFC. However,
still there is limitation in the maximum allowable number of
units. Step-down transformers are normally used for properly
matching the inverter operation voltage with the transmission
voltage [2]. Multi-level inverter was proposed to increase the
system operation voltage avoiding series connection of
switching units [3]. But the multi-level inverter has many
back-connection diodes to share the dc link voltage, which
are connected in series for increasing the sustain voltage.

In order to improve this weak point, multi-bridge inverter
with five H-bridge modules connected in series for one phase
was proposed by Peng for STATCOM application [4]. The
system operation was verified through experimental works
with a scaled model [5]. A commercial STATCOM of 75
MVar with H-bridge modules was developed and installed in
National Grid Company in UK [6,7].

A multi-bridge inverter with several H-bridge connected in
series was proposed in reference [8,9] for SSSC application.
This system can operate without series injection transformers
and has flexibility in expanding the operation voltage by
means of adding the number of modules.

This paper proposes a new configuration of UPFC based

on H-bridge modules, which are isolated through
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single-phase multi-winding transformers. The operation of
proposed UPFC was verified through computer simulations.
The feasibility of hardware implementation was confirmed
through experiment with a scaled prototype. The proposed
system can be directly connected to the transmission line
without series injection transformers.

1. PrRoPOSED UPFC

Fig. 1 shows the configuration of UPFC proposed in this
paper, which is based on several pairs of H-bridge modules
connected in series for each phase. Each pair has two
H-bridge modules connected in parallel through a common
dc link capacitor. The H-bridge module in shunt part is
connected through single-phase multi-winding transformer
for isolation, while the H-bridge module in series part is
directly inserted in the transmission line. The whole
converter, its shunt part as well as its series part, must be
insulated to the full insulation level of line-to-line voltage.
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Fig. 1 Configuration of novel UPFC

The proposed UPFC has bypass functions to remove the
series inverter from service during system faults. The bypass
function is implemented by the operation of thyristor switch
and mechanical circuit breaker. The line over-current can be
bypassed first by the thyristor switch and then by the
mechanical circuit breaker. However, when the maximum
fault current is lower than the maximum current rating of
series inverter switches, it is possible to attempt a bypass
scheme using the inverter control, instead of adding separate
thyristor switch. The proposed series inverter has two
possible bypassing ways by making a short circuit at the ac
terminal. One is to turn on all the upper two switches in series



part simultaneously and another is to turn on all the lower two
switches in the series part simultaneously.

TABLE |
SWITCHING PATTERN OF MULTI-BRIDGE INVERTER

A Vi Switching State Mode
Ve S1,S4:onand S2, S3: off M1
0 S1,S3:onand S2, S4 : off M2
S2,S4 :onand S1, S3: off M3
Ve S2,S3:onand S1, S4 : off M4
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Fig. 2 H-bridge gate pulse generation
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Fig. 2 shows the principle of PWM gate-pulse generation
for the H-bridge module. Fig. 2(a) shows the basic structure
of H-bridge module, whose switching states can be explained
using Table 1. The output of each module has three states
+Vye, 0, -V depending on states of switch S1~S4. By
changing the modulation index, the output voltage can be
adjusted.

Fig. 2(b) shows two carrier signals and the reference signal
to generate the gate pulses for inverter module INV1. The
frequency of carrier T1, T2 is 360 Hz. Each of two carriers
has 180° phase shift with each other. The reference signal
Vs has maximum value of 0.9 in per unit and has a
sinusoidal waveform of 60Hz. Fig. 2(c) shows how to
generate the gate pulses using the reference and carrier
signals. Carrier T1 and T2 are compared with the reference
signal. The gate pulses for switches S1 and S3 are inversed to
make gate pulses for switches S2 and S4. Fig. 2(d) shows
four gate pulses supplied to switch S1, S2, S3, and S4, and
the output voltage of inverter module INV1 with the
reference signal V. This figure indicates that each switch S1
~ S4 is properly operated according to the switching state in
Table I.

Fig. 3 shows the output voltage build-up of one phase and
the harmonic analysis results of the output voltage. Fig. 3(a)
shows the output voltage waveforms of each inverter
modules, V1, V2, V3, and the total output voltage of three
inverter modules, where the dc voltage Vg is 1.0 per unit. As
explained before, two carriers shown in Fig. 2(b) are used to
generate gate pulses for building up the output voltage V1.
Two sets of each two carriers, which are 180°phase shift each
other, are needed to generate gate pulses for building up
output voltage V2 and V3. These sets of carriers have 120°
phase-shift with each other. Since each carrier has a
frequency of 360 Hz and total output voltage VA has an
equivalent switching effect of N*360Hz, where N is the
number of modules. Fig. 3(b) shows the spectrum analysis
result for the output voltage of one module and the output
voltage of cascaded three modules. Large number of
harmonics are involved in the output of one module, while
significantly small number of harmonics are involved in the
output of cascaded three modules. Fig. 3(c) shows THD
analysis results for the inverter output voltage with respect to
the number of modules. The THD of output voltage is
significantly decreases as the number of modules increases.
In the same number of modules it is relatively high when the
modulation index is less than 0.4. So, the desirable operation
range of modulation index is located between 0.5 and 1.0.

The proposed UPFC has three dc link capacitors for each
phase. Each capacitor in the same phase might have a voltage
deviation from the average voltage because each capacitor is
isolated from others. This voltage unbalance is due to the
unequal leakage current of the dc capacitor, the dead time of
inverter, unsymmetrical operation caused by the transient or
the disturbance. By making the dc capacitor voltage balanced,
it is possible to reduce the harmonics level of the inverter
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Fig. 3 Output voltage build-up and harmonic analysis

Fig. 4 shows the configuration of DC voltage unbalance
controller for the dc capacitor. There are three controllers in
the proposed UPFC because separate control was considered
for each phase. The controller measures the voltage at the
common connection point of shunt inverter. This value is
used to calculate the phase-lock angle 6 by passing through
the phase-lock loop. This value is adjusted by means of
adding 2nt/3 and 4n/3 for other two phases.

The total dc link voltage is obtained by means of
measuring each capacitor voltage with an isolated sensor and
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adding together. This voltage is used to obtain the average
voltage of each capacitor by means of dividing by three. The
average voltage is compared with the measured voltage of
each capacitor and the error is passed through the PI
controller and the limiter to obtain the phase-angle deviation
Ao. The phase-angle deviation Ac is added to the
phase-angle o and the phase-lock angle 6. The total
phase-angles are sent to the sine wave generator to obtain the
reference signals Refl, Ref2, Ref3, which have the phase
deviation.
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Fig. 4 DC voltage unbalance controller

In order to analyze the operation of proposed UPFC,
computer simulations with PSCAD/EMTDC(Power System
Computer Aided Design / Electro-Magnetic Transient for DC
Transmission System) were performed. The power system is
represented by one-machine-infinite-bus pattern. The
transmission line is modeled considering lumped line

COMPUTER SIMULATION

TABLE Il
SIMULATION PARAMETER

Base voltage 112.676 kV

Base current 946 A

Rate voltage 138 kv

Power angle 20°

Line model 1 10053 2
19.73 mH

Line model 2 30159 &
59.19 mH

DC capacitor 1000 pF

Tr. leakage reactance 0.12 p.u.

reactance and resistance. The circuit parameters used in the

simulation are shown in Table 2.

Fig. 5 shows a configuration of the UPFC controller used




in the simulation. Fig. 5(a) shows the controller structure of
series inverter in automatic power flow control mode, while
Fig. 5(b) shows the controller structure of shunt inverter in
bus voltage regulation mode. The automatic power flow
control is achieved by means of a vector control scheme that
regulates the transmission line current using a synchronous
frame, in which the control quantities appear as dc signals in
the steady state. The appropriate reactive and real current
components, iq* and ip*, are determined for a desired Pges and
Qrer. These are compared with the measured line currents, i
and iy, and used to drive the magnitude and angle of the series
inverter voltage, V,q and oy, respectively. In the control
scheme for the shunt inverter, the magnitude of the output
voltage is directly proportional to the dc voltage and only its
angle is controllable. The outer voltage loop regulates the ac
bus voltage and also controls the dc capacitor voltage. It
changes the phase angle a of the output voltage with respect
to the ac bus voltage until the dc capacitor voltage reached
the value necessary to achieve the reactive power
compensation demanded.
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Fig. 5 Controller structure of proposed UPFC

The scenario considered in this simulation is shown in

Table Il1. It is assumed that the maximum simulation time is
5.5 second. The reference value of P, which is initially 250
MW, suddenly changes at 1.5, 2.5, 3.5, and 4.5 second as
shown in the Table 3. The reference value of Q, which is
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TABLE 11
SIMULATION SCENARIO
Time(sec) 0-1.5 15-25 | 25-35 | 3545 | 4555
Viet(p.U.) 1.0 1.0 1.0 1.0 1.0
Pre(MW) 250 350 450 450 450
Qret(MVar) 0 0 50 100 150

initially 0 MVar, suddenly changes at 2.5 second as shown in
Table 111.

Fig. 6 shows the simulation results for the performance
analysis of the proposed UPFC. Fig. 6(a) and 6(b) shows the
tracking capability of the proposed UPFC with respect to the
step-changes of P and Q reference values. The series inverter
injects a proper voltage into the transmission line to make the
P and Q through the transmission line follow the reference
values of P.¢s and Q. Fig. 6(c) shows that the shunt inverter
maintains the bus voltage constant by means of STATCOM
operation. Fig. 6(d) shows the variation of each dc link
capacitor in phase A. Although there is dispersion due to the
PWM switching, it is known that the voltage of each
capacitor is balanced evenly. Fig. 6(e) shows the output
voltage waveform of the shunt inverter. Since the shunt
inverter has coupling transformers, its output voltage
waveform has lower level of harmonics. Fig. 6(f) shows the
variation of dc capacitor voltage Vdcl, Vdc2, Vdc3, and the
average dc link voltage V. , when the unbalanced controller
works. It is assumed that each capacitor voltage, which is
balanced initially, falls suddenly into the unbalanced state at
1.4 second. The voltage unbalance controller is activated at
1.8 second. This result confirms that the controller shown in
Fig. 5 operates perfectly to make the dc link voltage balanced.
Fig 6(g) shows the phase-angle deviation of the reference
signal when the unbalance controller detects the DC
capacitor voltage unbalance. Since the capacitor voltage
Vdc2 has more deviation from others, the reference signal
ref2 has more phase-angle deviation.
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Fig. 6. Simulation results for normal operation

V. EXPERIMENTAL RESULTS
A scaled hardware model of proposed UPFC was built
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based on the analysis results through computer simulation.
Fig. 7 shows the power circuit diagram of the experimental
set-up including the proposed UPFC and the transmission
system. It is assumed that the shunt and series converters
consist of three sets of H-bridge modules for each phase
respectively. The switching frequency is assumed to be
480Hz. The multi-winding transformer has three secondary
windings to make the three H-bridge modules isolated.

The model transmission system was built as described in
the reference paper [10], in which Vs and V represent the
bus voltage at sending end and receiving end respectively and
the L; and L, represent the line inductance of the
transmission line. The sending-end voltage was implemented
using three phase-shifting transformers and one variac. The
phase-shifting transformer works to inject a 90° phase-shifted
voltage to the source voltage. The shifting angle is
determined to adjust the magnitude of injected voltage. It is
assumed that the shifted phase angle is 20°.
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Mk riidga | FH

i
Fig. 7 Experimental set-up for multi-bridge UPFC

The circuit parameters used in the experimental work are
shown in Table 4. The shunt converter controller operates to
regulate the bus voltage when the proposed UPFC works in
normal mode, while it operates to compensate the reactive
power when the proposed UPFC works in special mode. The
series converter controller operates to inject a voltage with
proper magnitude and phase for making the active power and
the reactive power through the transmission line follow the
reference values of active power and reactive power.

TABLE IV
EXPERIMENTAL PARAMETER

Parameter Nominal Value
Source Voltage(V) 110V
Switching frequency 480Hz
Shunt Transformer 2kVA, 6:1

. Ly 28mH
Line model L, 5mA
DC capacitor 560uF

Fig. 8 shows the variations of the line current, the
shunt-inverter voltage, the series-inverter voltage, the active
power through, and the reactive power through the line, when
the reference value of active power changes from 25W to
160W. The active component of line current increases while



the reactive component of line current is maintained. The line
current increases suddenly at the instant of the active-power
change.

Fig. 9 shows the variations of the line current, the
shunt-inverter voltage, series-inverter voltage, the active
power through line, and the reactive power through the line,
when the reference value of reactive power changes from
—140Var to 180Var. The reactive component of line current
increases while the active component of line current is
maintained. The injecting voltage has transient phenomenon
during the state change from the capacitive mode to the
inductive mode.
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V.

The system realization aims at the development of a
practical system that can be built with commercially available
and reliable components. A commercially available
high-power GTO, Mitsubishi FG6000AU-120D, was
considered for the building block of H-bridge. It has ratings
of 6kV peak off-state voltage (4.8kV DC off-state voltage)
and 6kA controllable on-state current (1.5kA average
on-state current). In order to guarantee the safety, 4kV DC
off-state voltage and 1.25kA average on-state current were
considered for the system design.

It is assumed that the proposed UPFC has 138kV of
nominal operating voltage and 150MVA of power rating.
There are twelve pairs of H-bridge modules for each phase in
the proposed UPFC. The maximum injection voltage in
series part is assumed 30% of the operation voltage (phase
voltage of 24kV). The turn-ratio of primary to each
secondary winding in the single-phase multi-winding
transformer is designed to be 36:1. The RMS voltage to be
handled by each H-bridge is 2.0kV, which has enough safety
margin because the GTOs in one H-bridge have rating of 4kV
DC off-state voltage.

Fig. 10 shows the conceptual diagram of the proposed
UPFC including the simple power system. The proposed
UPFC has twelve pairs of H-bridge module for each phase.
There are total thirty-six pairs of H-bridge module, in which
each pair of H-bridge has eight GTOs. Therefore, there are
total two hundred eighty-eight GTOs in the proposed UPFC.

SYSTEM REALIZATION
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Fig. 10. Conceptual diagram for system realization

VI. CONCLUSION

This paper proposes a novel UPFC based on H-bridge
modules, isolated through single-phase multi-winding
transformers. The dynamic performance of proposed system
was analyzed by computer simulations, assuming that the
UPFC is connected with the 138-kV transmission line of
one-machine-infinite-bus power system. The feasibility of



hardware implementation was confirmed through experiment
with a scaled prototype. The proposed system can be directly
connected to the transmission line without series injection
transformers. It has flexibility in expanding the operation
voltage by increasing the number of H-bridge modules.

The contribution of this paper is to propose a nove
structure of UPFC to be connected in the transmission line
directly without series injection transformer. The series
transformer is a critical item in UPFC because it should have
low saturation effect and low leakage impedance. The
developed simulation model could be used to obtain design
data for the actual hardware system.
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Abstract—A family of high efficiency ZVS-PWM bridge-type
converters suited to high-voltage and low-current applications
isproposed in this paper. To achieve the zer o-voltage-switching
(ZVS) of power switches along a wide load range, a small
additional inductor, which also acts asan output filter inductor,
is serially inserted to the transformer primary side. The
problem related to ringing in the secondary rectifier caused by
the additional inductor can always be completely solved by
employing a structure without an output filter inductor. In
addition, sinceit hasno largeoutput inductor filter, it featuresa
simpler structure, lower cost, less mass, and lighter weight.
Moreover, since all energy stored in the additional inductor is
transferred to the output side, the circulating energy problem
can be completely solved and the overall system efficiency along
awideload rangeisashigh asabove 96%. The proposed cir cuit
is expected to be well suited to high-voltage and low-current
applications. The operational principle, theoretical analysis,
and design considerations are presented. To confirm the
operation, validity, and features of the proposed circuit,
experimental results from a 425W, 385-170Vdc prototype are
presented.

|. INTRODUCTION

In the field of power conversion system, various ZVS-PWM
bridge-type converters such as an active-clamp forward,
asymmetrical half-bridge, and phase-shifted full-bridge converters
have been proposed to reduce the component current/voltage stress
and switching losses in the traditional PWM converter [1-5].
However, since all these converters are required to have the large
leakage inductor to achieve the ZV'S of power switches along the
wide load range, they have several common serious problems as
follows. The first problem accompanied by increasing the leakage
inductor is that it can bring relatively large circulating energy and
reduce the overall system efficiency as a consequence [1-3]. The
second problem accompanied by it is the serious parasitic ringing in
the secondary rectifier. Thus, the device current/voltage stress and
the system temperature are increased and the low noise output
voltageisdifficult to obtain[1-5]. Especialy, in the case of the high
output voltage applications, the resistor-capacitor (RC) snubber to
absorb the serious ringing voltage across the secondary rectifier
degradesthe overall system efficiency, since the energy stored in the
snubber capacitor is not only very large but aso al dissipated
through the snubber resistor [4,5].

Moreover, since the leakage inductor is the parasitic component,
which cannot be tuned arbitrarily, the additional large inductor
enough to achieve the zero-voltage-switching (ZVS) of power
switches would be required along the wide load range [1-5].
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Therefore, to solve al these drawbacks, afamily of high efficient
ZVS-PWM bridge-type converters is proposed in this paper as
shownin Fig. 1. These converters can be classified into three groups
according to their structure of the output stage. They are the FBR
type, the HBR type, and double ended HBR type. The output voltage
of the latter is twice as high as that of the former by its voltage
doubling action of the half bridge configuration in the output side.
The features of proposed convertersin this paper will be described in
the next chapter.

Among variousZVS-PWM DC/DC converters hitherto devel oped
a half bridge converter suitable for the mid power (about
400W~500W) application like the PDP power module has been
proposed to reduce the component current/voltage stress and
switching losses as shown in Fig. 2. However, since this converter is
required to have the large leakage inductor to achieve the ZV'S of
power switches for the wide load range, it has several serious
problems such as a large circulating energy, low system efficiency,
serious parasitic ringing in the secondary rectifier, considerable
heating, bulky cooling system, and noisy output voltage. Especially,
in the case of the high output voltage applications like the PDP
sustaining power module, the resistor-capacitor (RC) snubber to
absorb the serious ringing voltage across the secondary rectifier
degrades the overall system efficiency, because the energy stored in
the snubber capacitor is not only very large but also al dissipated
through the snubber resistor. Moreover, since the leakage inductor is
the parasitic component, which cannot be tuned arbitrarily, the
additional large inductor enough to achieve the ZVS of power
switches would be required [4, 5]. Therefore, a new family of the
high efficiency ZVS-PWM asymmetrica bridge type converter well
suited to the applications of high voltage and low current is proposed
in this paper as shown in Fig. 1. It can effectively overcome the
abovementioned all problems of the prior circuit and realize the high
power density, high performance, and high efficiency.

Il. STURCTURE AND FEATURES OF THE PROPOSED
CONVERTER

To simply show the structure and features of the proposed
converters, the half bridge converter with voltage double rectifier
will be explained in this section. To achieve the ZVS of power
switchesfor thewideload range, an additional inductor isinserted to
thetransformer primary side like the prior approach as shown in Fig.
3, where C;, C,, D; and D, are not additional components but
parasitic capacitors and anti-parallel diodes of MOSFETSs and L
represents the additional inductor including the transformer leakage
component. However, same abovementioned problems as the prior
circuit caused by the additional inductor are inevitable. To solve the
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problem related to the ringing in the secondary rectifier, the voltages  large output filter inductor but also employs only a small additional

across the output rectifier diodes has to be clamped at any voltage
source, which can be effectively accomplished by removing the
output filter inductor. Therefore, an RC snubber to absorb the
ringing voltage is not necessary and the high efficiency as well as
low noise output voltage can be realized. In addition, since it has no
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leakage inductor, it features a simpler structure, lower cost, less
mass, and lighter weight. Although the output filter inductor doesnot
exist, Lyg can function as a filter inductor beside that for ZVS
operation, which counts for nothing in high-voltage and low-current
applications such as a PDP sustaining power module. Moreover,
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Fig. 3. Proposed converter (a) Schematic diagram of the proposed circuit
(b) Key waveforms

sinceall energy storedinL g istransferred to the output side until the
current flowing through L4 becomes OA, the circulating energy
problem can be effectively solved.

Meanwhile, from the fact that the DC value of the current through
the capacitor is OA, the DC values of iy, icor, and ice (i. €. <igi>,
<icor>, and <icqp>, respectively) areall OA, where<->meansthe DC
valueof *-’. Sinceig: isequal to ic-icor, <isec>=<ico1>-<icez>=0A.
Sinceirisequal to igd/Nn, <it>= <igx/n>=0A. And, sincein, is equal
t0 i pri-iT, <iLm>=<i >~ <it>=0A, which means that the DC offsets of
the transformer magnetizing current and flux can be completely
blocked. Therefore, the
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transformer magnetic core can be fully utilized as shown in Fig. 4,
and thus, its power density can be considerably increased.

I11. CIRCUIT OPERATION

Figs. 3 (a) and (b) showsthe circuit diagram and key waveforms
of the half bridge converter with voltage double rectifier among the
proposed family of high efficiency converters without output
inductor, respectively. One cycle period of a proposed circuit is
divided into two half cycles, to~t; and t4;~tg. Since the operation
principles of two half cycles are symmetric, only the first half cycle
is explained. The driving method of the proposed circuit is the same
as those of the conventional circuit. The switches M, and M, are
turned on and off in a complementary way to each other. And, M1is
driven with the duty ratio D, which islessthan 0.5. To illustrate the
steady-state operation, all parasitic components except for those
specified in Fig. 3(a) are assumed to be neglected. The switch M, is
assumed to be initidly in turn-on states before to. Therefore, the
energy stored in Cg is powered to the output stage as shown in Fig. 5
(a) and at the same time, the primary current is linearly decreased
with the slope of -(Vg-nVp)}/Lig. The analysis of the proposed
circuit begins when the switch M, is turned off.

Mode 1 (to~t;): When M2 isturned off at to, mode 1 begins as shown
inFig. 5 (b). With theinitial conditions of i yi(to)=lo, Vasi(to)=Vin, and
Vaeo(to)=0, the current iy flowing through L4 charges C, and
discharges Cy as Vas1(t)=Vinlto/ (2Coss) (t-t0) and
Vaea(t)=lio/ (2Coss) (t-to) Where C; and C; are equal to Coss and L g acts
as a current source with the value of I in this interval. After the
voltage across C; isdecreased to OV, D, starts conducting. Therefore,
the voltage across M1 is maintained to OV.

Mode 2 (t;~t5): Since D; is conducting before t;, M1 can be turned
onwiththe ZVSat t;. Since the primary current i, is larger than the
magnetizing current i, the secondary current i« is still flowing in
the same direction as that of the previous mode and output rectifier
diode d, is al'so on the conductive state as shown in Fig. 5 (c). At the
sametime, the primary current islinearly increased with the slope of
(Vin'VB+nV02)/|—Ikg-
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Mode 3 (t;~t3): When the primary current i,; becomes equal to the
magnetizing current i, mode 3 begins as shown in Fig. 5 (d). Since
the primary current i,; becomes smaller than the magnetizing current
iLm, the direction of the secondary current i is reversed and the
commutation between d; and d, begins.

Mode 4 (ts~t,): After the commutation of output rectifier diodes, d;
is conducting and d, blocked as shown in Fig. 5 (€). Therefore, the
input source energy is powered to the output stage and at the same
time, the primary current is linearly increased with the slope of
(VinrVe-nV)/Likg.

The circuit operation of t,~tg is similar to that of to~t,.
Subsequently, the operation from ty to t4 is repeated.

V. ANALYSISOF THE PROPOSED CONVERTER

A. Voltage conversion ratios

For the convenience of the analysis of the steady-state operation,
several assumptions are made as follows:

- All parasitic components except for the leakage inductor are
neglected

- The dead time between M, and M, is discarded.

- The conductive period DTs of M1 islessthan 0.5Ts.

- The commutation time between two pairs of output diodesis
discarded.

- The blocking capacitors Cg, Cy;, Cop and output capacitor C,
are large enough to be considered as a constant voltage source
Vg, Vo1, Vo2, and V,, respectively.

- Sincetimeintervalst;~t, and ts~tg (as shown in Fig. 3 (b)) are
much smaller than the switching period T, they can be
discarded for the simplicity of the analysis.

- The magnetizing inductor Ly, isso large that i ,=0.

By imposing the volt-second balance rule on the leakage inductor
Lixg: the steady state equation can be obtained as

D(\/in - nVol - VB) = (1_ D)(VB - nVoz) .

)

From equation (1), the voltage Vg across Cg can be expressed as

V, =DV, @)

By imposing the volt-second balance rule on the magnetizing
inductor L, the steady state equation can be obtained as

D(Vo - Voz) = (1_ D)Voz (3)

From equation (3), the voltage V, across C,, can be expressed as

V,=DV,. (4
M2 [ M1 ] M2 |
Vi Vo1V *j Iy
leg iﬁ / VB-nV02
ilkg | leg
Jpz
U
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Fig. 6 Simplified current waveforms

98



SinceVy isequal to V-V, thevoltage V; across Cy; can be easily
obtained as

Vol :VO - V02 = (1_ D)Vo . (5)
Fig. 6 shows that simplified current waveforms and the average

value of thesumof i g andi 4, isequal to theload current | .. Therefore,
the following steady state equation is satisfied.

V
Io == an<id1+|d2>
R,
. N (6)
zﬂgvin - nVo1' Vs D2T? +VB - nVoz (1_ D)ZTZL]
~ s .
Ts e 2leg kg g

where avg<- > means the average value of ‘- .

Form equations (2), (4), (5), and (6), the steady state voltage
conversion ratio of the overall system can be derived as follow

V.,

o

Vo

1

2I‘Ikg +
nRT.D(1- D)

M =

@)

B. Zero-voltage switching

From Fig. 3(b), to achieve the ZV'S of switches, the energy Eyg 14
stored in the leakage inductor L4 at t, must be large enough to fully
charge C; and discharge C, before the switch M, is turned on.
Similarly, the energy Eyg s Stored in the leakage inductor at ts must
fully charge C, and discharge C, before the switch M is turned on.
Therefore, to assure the ZV'S of switches M; and M, the following
equation must be satisfied.

1 . 1

1
Eikgité, :Elegllng4 E|ng8 :Ehkglliggs 3 Z2CVi!

2 0ss " In (8)
where C; and C; are assumed to be equal t0 Coss and ljg 14 and ljg s
are the peak currents through the leakage inductor at t; and tg,
respectively. From the simplified current waveforms shown in Fig. 6,
likg 1 @nd lyiq (s @re assumed to be equal to Iy, and |, respectively,
which can be also expressed as follows

V. -nV, -V,
lig 4, 2 1y =220 222 T, ©
Likg
V.. - nV,
llkg_18 £ P2 :mL—OZ(l' D)Ts- (10)
kg

C. Duty cycleloss and circulating current

Thetypical waveforms of the conventional half bridge converter and
the proposed converter are compared as shown in Fig. 6. The
operating duty cycle of the conventional circuit can be expressed as
D=Dgt1+Djosst and 1-D=Dg,+D)os0, Where Dgs; and Dgi, mean the
effective duty cycle and D)y and Djos Mean the losses of the duty

cycle.
The Djess1 and D)ose Can be expressed as
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= Ly +1y)

L +1)
= (1- DT,

= 11
DTS\/in ( )

loss2

wherely, Iy, 13, and |4 are defined in Fig. 6 ().

For the conventional half bridge converter, the leakage inductance
should be large enough to provide a reasonable ZV S range. So, the
loss of the duty cycle Do @nd Djos @re very large from the equation
(11) and therefore, the effective powering period is decreased as
shown in Fig. 7 (&), resulting in the increased circulating current and
subsequent serious conduction loss. On the other hand, the proposed
converter does not have any duty cycle loss and al energy stored in
Lig istransferred to the output side until the current flowing through
L kg becomes 0A as shownin Fig. 7 (b). Consequently, the circulating
energy problem can be effectively solved.
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Fig. 7 Comparison of primary voltage and current waveforms, (a)
Conventional half bridge converter (b) Proposed converter

D. Comparisons of device stresses

Table | shows the comparisons of device stresses between the
conventional and proposed circuits. As shown in this table, the
voltage stresses of the output diodes d; and d, in the conventional
circuit are so high as Vv, at D=0.5 compared with V, of the proposed
circuit. Furthermore, the output diode of the conventional circuit
suffers from the serious voltage ringing, which results in the
increased voltage rating, forward voltage drop, and cost of the output
diode. Therefore, the well-designed RC snubber must be used to
protect the output diode from this voltage ringing, which could also
generate serious power |osses.

Meanwhile, the current stresses of the output diodesd; and d, in the
proposed circuit are rather large compared with that in the
conventiona circuit. Thisis because the proposed converter employs
the output structure of the half bridge configuration, which features
the voltage/current doubling effects and simple structure. However,
this is not so serious in low current and high voltage applications
such as the PDP sustaining power module.
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The prototype of the proposed circuit is implemented with
specifications of V=385V, V =170V, rated power P,=425W,
Lig=32uH, Cg=2uF, Cy;=Cy,=4.4uF, C,=560uF/ 250V, transformer
turns ratio N1:N,=21:11, M1 and M2= 25K 2837(C,=1.165nF), d;
and d,=15ETHO03, and switching frequency=72kHz. Fig. 8 showsan
industrial sample of a PDP power module employing the proposed
converter.

Fig. 8 Industrial sample of a PDP power module employing the proposed
converter

Fig. 9 (a) and (b) shows the key waveforms at the full load. From
these figures, since the voltages across d, and d, are clamped to the
output voltage, there is no serious voltage ringing in those diodes.
Moreover, since al energy stored in L is transferred to the output
side, no circulating energy exists. Fig. 9 (c) shows that the ZV'S of
M1 and M2 can be achieved at the 40% load condition. Fig. 9 (d)
shows that whilethe ZV S of M2 is obtained at 10% load, that of M1
not. However, since the current though M1 are very smal at this
point, the switching loss is not serious. Fig. 10 shows heat
dissipations of the proposed engineering sample. As seen in this
figure, low temperatures of the components as low as 60 degree can
be obtained. Fig. 11 shows the measured efficiency compared with
conventional asymmetrical half bridge converter. The efficiency
along awide load range is as high as above 96%.

C (d)

Fig. 9 Experimental waveforms, (a) Key waveforms of vy, Vag, ipi, and v (b)
Key waveforms of Vi, ia1, Vaz @nd i, (€) ZV Sturn on at 40% load (d)
Hard switching and ZV'S turn on at 10% load
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Fig. 10. Heat dissipations of engineering sample
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V1. CONCLUSION

A family of high efficient ZVS-PWM bridge-type converters has
been presented in this paper. A small additional inductor, which also
acts as an output filter inductor, can achieve the ZVS of power
switchesfor the wide load range. And, the problem related to ringing
in the secondary rectifier caused by the additional inductor can be
completely solved by employing a structure without an output filter
inductor. In addition, since it has no large output inductor filter, it

featuresasimpler structure, lower cost, less mass, and lighter weight.

Moreover, since al energy stored in the primary inductor is
transferred to the output side, the circulating energy problem can be
effectively solved and the overall system efficiency along a wide
load range is as high as above 96%.

REFERENCES

[1] 3. A. Sabate, V. Vlatkovic, R. B. Ridley, F. C. Lee, and B. H. Cho,
“Design considerations for high-voltage high-power full-bridge
zero-voltage-switched PWM converter,” in Proc. |IEEE Appl. Power
Elecrton. Conf., 1990, pp.275~284.

[2] Jung-Goo Cho, Ju-Won Baek, Chang-Y ong Jeong, Dong-Wook Y 0o, and
Kee-Yeoun Joe, “Novel Zero-Voltage and Zero-Current-Switching Full
Bridge PWM Converter Using Transformer Auxiliary Winding”, IEEE
Trans. Power Electron., Vol. 15, No. 2, pp.250~256, Mar. 2000.

[3] H. K. Ji, H. J. kim, “Active clamp forward converter with MOSFET
synchronous rectification” , PESC 1994, vol. 2, pp.895-901.

[4] Marcelo Lobo Heldwein, Alexandre Ferrari de Souza, and Ivo Barbi, “A
Primary Side Clamping Circuit Applied to the ZVS-PWM Asymmetrica
Half-Bridge converter”, PESC 2000, vol. 1, pp.199-204.

[5] Jm H. Liang, Po-Chueh Wang, Kuo-Chien Huang, Chern-Lin Chen,
Yi-Hsin Leu, and Tsuo-Mim Chen, “Design Optimization for
Asymmetrical Half-Bridge Converters’, APEC 2001, vol. 2, pp. 697-702.

101



Multi-Phase Converter System as a Testing Generator for

medium power applications

Petzoldt, J.; Biittner, J.; Ellinger, T.; Rosenbaum, T.

1. Introduction

Certain functional testing processes in the
electrical industry require that the applied
testing voltage should have accurate
magnitude, wave shape and also have exact
required frequency. The power rating of
the applied testing voltage ranges upto
several hundred kVA depending on the
testing object. The proposed converter
system to generate these applied voltages
not only guarantees the exactness of the
voltage magnitude and wave shape but can
also generate them in a wide range of
frequency. A fast dynamic response is
obviously required in case of fast load
variations or changing reference values.
Therefore with the proposed system it is
possible to generate a three phase voltage

2. Power circuit topology
The AC- test generator power circuit
topology is shown in Figure 1 below. It

with nearly unlimited unbalances and with
fast dynamic response for voltage
magnitude variations. With this type of
converter it is possible to generate a S0Hz
or 60 Hz grid with additional voltage
harmonics of defined magnitude and phase
upto 50™ harmonic. Also grid frequencies
as far as some kHz can be generated with
this setup.

The paper presents the novel power
electronics topology as well as a new
control strategy for a 50kVA test bench.
Simulation and experimental results shows
the theoretical as well practical feasibility
of the proposed concept.

AC to DC converter - DC to DC

PR i ) converter - AC Sinusoidal generator.
principally consist of three sections namely
[ ‘ cho =
! o | e  P= ! b i‘._mm_@ L
[ §§ foca N Fo''a o S N
i ? T T T Voo T ﬁ‘,_NYY\_E
e ] Tl g al; .
i Bl e T i = K ol |
i i1 PSS % g ] i —C.
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L %_ RN
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Ll LD
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AC to DC-Converter DC to DC-Converter AC - Sinus Generator

Figure 1: Power Circuit Topology of the proposed System
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The AC to DC Converter section is
connected to the mains voltage under
purpose of maintaining a constant DC
Voltage Vzac at the DC bus. Otherwise the
AC to DC converter limits the disturbance
in the mains. The DC to DC converter
provides the potential isolation between the
mains and the AC test generator. Through
generation of a middle frequency current
(20-25 kHz) based on resonant concept it is
possible to realise fast current variation in
the output with very little disturbance in
the DC bus voltage. The main task of the
AC-test generator is generating a precise
sinusoidal output voltage from the
unregulated DC bus voltage Vzpc.

2.1 AC to DC converter:

The AC to DC converter is connected to
the mains and provides a constant DC-bus
voltage Uzac (about 700 volts). The DC
voltage control of the AC/DC converter is
implemented by using a DSP controller
card. The control maintains a constant DC
voltage while limiting the disturbance
caused in the mains due to charging the
DC bus. The precharging of the capacitor
is provided by a precharging contactor in
parallel with a resistor. The contactor is
operated through relay VL REL. The grid
connection is realised through another
contactor relay arrangement (HS REL).
The requirement of fast energy exchange
between three phase mains and the AC-DC
converter is realised by supplying each
converter phase with three single phase
connection which works at 120 degree
phase shift to each other. Therefore a total
of 9 single phase connections are
synchronised for operation of the AC- DC
converter. All the phases are working
together to produce a constant DC voltage
Uzac upon a common DC bus capacitor of
6mF. To provide proper voltage
distribution/division among the DC
capacitor, balancing resistors are used, as
shown in Figure 1. The limitation of the
mains current harmonics is achieved by an
additional control block, which contains a
separate control 100&) for each of the
harmonics from the 5™ up to the 25™ of the

103

mains frequency. This control loops are
equipped with Low-Pass to Band-Pass
transformed controllers (will be described
in the following) to obtain low current
distortion and a short computation time.
The distortion control block operates in
parallel to the control loops for the
fundamental current.

2.2. DC to DC converter:

The DC to DC converter is used to provide
potential separation between the mains and
the AC test generator. The left IGBT half
bridges inject a resonant middle frequency
current (20-25kHz) into the transformer
primary windings. The energy flow from
the mains to the AC-output can be
controlled by variation of the delay angle
between the phase of the resonace current
Ipc/pe and the switching time of the right
IGBT halfbridges. This concept also
prevents a dropping or sinking of the DC
bus voltage and realises a bidirectional
energy flow. Due to the work of three 120
degree shifted DC to DC converters, the
resulting ripple in the DC Voltage Vzpc is
around the frequency greater than 120 kHz.

2.3 AC Test Generator:

Figure 2 shows the topology of the AC
Sinus Generator. The main task of the AC
test generator is providing a very accurate
AC output voltage Vac. Two groups each
consisting of 5 IGBT-half bridges are used
to achieve the output voltage on the output
capacitor which connects the AC test
device. The circuit is symmetrical. This
will minimise the disturbing influence of
one group over the other and so
minimising the EMI disturbances. Through
the half bridge topology small AC-output
voltage can be realised as well as fast
voltage and current variations. Thereby a
high dynamic response can be achieved.
An integrated 16 bit accurate AD
conversion technique is surely required for
a precise measurement of the actual output
value. Since a phase shift between the
pulse pattern for each bridge is used, as
described in section 2.1, the ripple in the
output voltage is decreased by the factor of



ten. The realized system provides an output

output capacitor is very small and therefore

voltage ripple frequency of about 100kHz. the  dynamic  response s fast.
Due to this high ripple frequency the
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‘ﬂ—{ ADC
(s%rr:l:gletry —-@—— modulation

protection

f

current-controller
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limitation

—-E 8—» voltage-controller
Vref =

Figure 2: Topology of the AC Sinus Generator

3. Control System Topology

The control system for the AC and DC/DC
converters correspond to the state of the
art. The mains connection includes a
harmonic current compensation up to the
25" harmonic. An appropriate control
concept was developed for realizing the
high dynamic demands to the AC-
generator. The implemented control system
is described in the following subchapter.
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3.1. Control design for amplitude

modulated system values

The demand for compliance of a given
AC-reference value is based on the theory
by generating a sinusoidal voltage with a
stationary  constant amplitude.  This
amplitude is to be influenced by a power
electronic converter in combination with a
adequate control system in a desired way.
For that purpose often a controller with
transformed coordinates is used.



The implementation of such a method
requires a twice online transformation of
coordinates  (demodulation DM and
modulation M) which calls for additional
computation time. However this method
gives the possibility to use DC-controllers
(Gr.) and a DC set value (w-) which
represents the amplitude. For avoiding the
permanently made coordinate

In the

/ steady-state \

DC values

DC value
controller modulator

u_
Gr_(P)

controlled
system

Gs(p)

M—>

demodulator

DM

-~

transformation the use of a control method
is proposed which is based on the low-pass
to band-pass transformation (in the
following LP-BP-Transformation). This
method is described in [1]. The amplitude
of an AC-component can be stationary
exactly controlled by omitting the
demodulation and the modulation blocks.

amplitude-modulated

AC values
AC value \ controlled
controller system
w. e~ Y-~
—1 G _(p) | Gs(P)

Figure 3: fundamental structure of ACG-component control systems

Figure 3 shows the difference between the
two possibilities. In case of a LP-BP-
Transformation the set value is an AC-
component.

The proposed concept is rarely common up
to now. In this connection an example will

DC value
transfer function

)

Tr

Gr (P)=Kg [1 +

Figure 4: needed

Figure 4 illustrates the needed steps to find
the transformed transfer function. The
definition of the LP-BP-transformed
controller requires three parameters. Ky
represents the gain, Tr the time constant
and Qp the frequency of the reference
value.

p=

|:> LP-BP-transformation |:>

P’ +0f

2p
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give an explanation. Based on the transfer
function of a well known DC-component
PI-controller Gg. the LP-BP-
Transformation by using the parameter Qr
leads to a transfer function for AC-
components Gg..

AC value
transfer function

p
p’+0f

2
GRN(p):KR[1+T
R

steps to to generate a transfer function for a AGcomponent controller

3.2. Control Topology of the AC-

Sinus Generator

The control loop of the AC-Generator
consists of the voltage controller and the
controlled output-filter Ly, Cg. The good
dynamic response results from the
cascaded control structure. In this case the
output filter current ir is controlled to a
defined reference value apart from the

|



output voltage V¢r. The reference value of
the current control loop is delivered by the
voltage controller. This inner loop
improves only the dynamic behaviour.
Therefore the current controller can have a
proportional characteristic (Ggr.). The outer

voltage control loop guaranties the steady-
state precision and for that a transformed
PI-controller (Gr-) has to be implemented.
It fits the output voltage to the sinusoidal
reference Vg ref.

controller

VCF,ref

Ggr. —>

ePTt

=
-

i

controlled system

P
>

Ver=Vac

Figure S: control structure of the AC-Generator

4. Simulation Results

The in-house Simulation System DIGSIM
was used to analyse the proposed system.
The extensive simulations will be
demonstrated by showing characteristic
values for a defined operation point. Figure
6 shows the reference value and the output

voltage of the system in case of a set-point
jump generating a sinusoidal voltage for
the 11-th harmonic of a 50Hz-grid.

The system is able to meet the referenced
phase condition only the amplitude is
delayed by approximately 5 ms.

Figure 6: Simulations for a 550Hz voltage step, reference and actual value

In case of a steady-state S000Hz voltage
generation there is no difference between
the reference and the output voltage
(compare Figure 7).

Usdl

5901+ 10004 20004 30004 40004 50004 60004 70004 80604 90004

Figure 7: Simulation result for 4000Hz

frequency
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Figure 8 shows the the discrete currents in
the shifted phases for operation with
4000Hz.

Figure 8: discrete currents in shifted phases

It can be seen, that the discrete currents
have a DC component. The reason is the



switching behaviour of the power
electronic system and it is necessary to
implement a control loop for avoiding
circulating currents.

5. Eperimental Measurements
Figure 9 confirms the made simulations.
The response time corresponds to the

simulations. The over-shoot of the
amplitude is a little higher. The peak
current of the resistive load reaches the
amount of approximately 35A.

reference value step

(0] 0.01 0.03 0.05
T T T T T T
D200 1 T O AT Toceciiiiiiiiinns | | . Y Nec oo ‘ ..... -
actual value [VI:
P ST — oo AL RTINS R SRR, e
i i i i i i
(0] 0.01 0.02 0.03 0.04 0.05 0.06
T T T T T T
20 s B R LT T LR R T v Foooeeiiiiid S R TR R e TR R TP Feoo.n -

Cén&ol error [V]

N A O A T ) o
(0] Ob1 052 053 Ob4 Ob5 056
t [s]
Figure 9: experimental measurement of a 5S0Hz voltage step, reference and actual value
6. Conclusion is possible to generate a sinusoidal
The paper presents the characteristic fundamental ~ voltage ~ with defined
harmonics as well as a triangular,

properties of a proposed power electronic
topology and introduces to the control
concept realizing a testing generator for
sinusoidal voltage. High quality demands
concerning the dynamic and the resolution
of the provided voltage could be more
satisfied by using the proposed innovative
topology and adapted control concept. The

proposed  Low-Pass to  Band-Pass
transformed control loops give the
possibility to reach a fast dynamic

response without phase error in case of a
set-point step variation. The high cut-off
frequency of the system permits to
synthesise a output voltage consisting of
several frequency components each
controlled by a separate control loop. So it
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rectangular or a DC voltage.
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Abstract - This paper proposes a spectral analysis of the dc
link ripple current in three-phase ac/dc/ac PWM converter
system for induction motor drives. The expression of the
harmonic currents is developed by using switching functions
of the PWM and the complex exponential form of the Fourier
series. The effect of the displacement angle between the PWM
periods of line-side converters and motor-side inverterson the
dc link ripple currents is investigated. Also, the influence of
asynchronization in the PWM is observed. The result of
analysis coincides well with the frequency spectrum which
results from the PSIM simulation. The proposed scheme is
very useful to model the equivalent circuit of the dc
electrolytic capacitor in a high frequency range as well as to
understand analytically the principles of the pulse width
modulation.

Index terms. Ac/dc/ac/ PWM converters, dc link ripple
current, harmonic spectrum, exponential Fourier series.

. INTRODUCTION

In recent, the three-phase ac/dc/ac PWM converter is
increasingly used for industrial applications such as mill
drives, elevators, uninterruptible power supply(UPS) [1],
active power filters [2], wind power generation [3] and so
on, since it has advantages such as constant dc voltage
control, sinusoidal line current control, unity power factor
control, and bi-directional power flow [4]. The ac/dc/ac
PWM converter usually has adc link with large electrolytic
capacitors as an energy storage element. The sizing of the
dc capacitor depends on the operating frequency. Also, the
performance deterioration of the dc electrolytic capacitor is
diagnosed by identifying its equivalent series resistance
(ESR) which is a function of the operating frequency and
temperature [5], [6]. So, for these purposes, it is required to
analyze the frequency spectrum of the dc link ripple
currents.

There have been some research results to analyze the dc
link ripple currents [7], [8], where only the rms value of the
ripple currents was developed. The previous studies which
dealt with the frequency spectrum of the dc link current are
very a few [9], [10]. In [9], the dc link current in PWM
inverters only was analyzed and in [10] the harmonic
spectrum measured experimentally was presented without
analysis.

In this paper, the dc link ripple currents for the three-
phase ac/dc/ac PWM converters feeding induction motors
are analyzed in a frequency domain. The expression of the

dclee@yu.ac.kr
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harmonic currents is developed by using switching
functions of the PWM and the complex exponential form
of the Fourier series. Also, the effect of the displacement
angle between the switching periods of the line-side
converter and the motor-side inverter on the dc link ripple
currents is investigated, where it is known that the
displacement angle of 0 and 7 gives the minimum dc
link ripple current. The validity of the proposed analysis
method has been verified by simulation results using the
PSIM.

I1. PROCEDURE OF ANALYSIS

Fig. 1 shows the main circuit of a three-phase ac/dc/ac
PWM converter feeding an induction motor, which consists
of the line-side PWM converter and the motor-side PWM
inverter. The procedure to derive the dc link ripple current
mathematically, which basically comes from the method in
[9] where analysis of the inverter input current only was
developed, is described below:

i) At first the switching function S, of the PWM is

expressed, where k (=1, 2, 3) represents the phase
number. Its detail derivation will be described in the
following sections.

ii) Using the switching function, the dc link current due to

each phase current 1, isobtained as
g =T - S @)
where i, is found from the ratio of the harmonic

voltage to the harmonic impedance.
iii) The sum of each contribution of the three phases gives
the total dc link current drawn by the inverter such as

3

el :Zlkl Sy 2
k=1

where the subscript “I” means the inverter-referred

term.
iv) In the same way as in (iii), the dc link current of the
converter output terminal, iy, iscaculated as

3
loer = ZikR Sk ©)
k-1

v) The ripple current of the dc link capacitor is calculated
by adding vectorialy both the n-th harmonics of the
converter output and the inverter input terminals,
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Fig. 2. Procedure of analysis.

considering a displacement angle, which is expressed as

g _ g o 7jn <
lac,n = laer,n +lacrin e’ (4)
where, ¢4 is an angle displaced between the two

switching periods of the inverter and the converter.
The flow chart for analysisis shownin Fig. 2.

I11. EXPRESSION OF SWITCHING PULSES

The derivation of the switching function in this section is
referred to in [9]. Fig. 3(a) shows the principle of the
sinusoidal PWM, switching pulses, and corresponding pole
voltages, where a synchronous PWM is assumed. Fig. 3(b)
shows one modulated pulse in a switching period. The
fundamental period is subdivided into p short pulses of
equal width A.

A=27/p (5)

The angle of 0, and O, means a pulse width in a
switching period. The &,
period. If O, =0, =0,

pulseis zero.

is the quarter of a switching

, the average voltage over the
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Fig. 3. Switching pattern of PWM.
(@ PWM  (b) switching pulse.

Considering the left-haf pulse, the average voltage over
thisperiod, Vj; ,is

Vi = By (0.5V) (6)
where,
O, — O,
_Y9% o 7
Bi 5 (7)

and V,, isthedclink voltage.

In high switching frequency PWM, the average voltage
during a half period of the modulated pulse is proportional
to the amplitude of the sine wave V. at the midpoint of

the half pulse. So,

ﬂlj (O-SVdc) OCVm Sin(ai - é‘o) (8)

When the amplitude of the sine wave is expressed with the
modulation index, M,

V., = M (0.5Vy) ©)
Then,

Bi =M sin(a; - 5,) . (10)
Similarly,



Bai =M sin(a; +6,) (11)

By substituting for £ using (7), (10) and (11) are
expressed in an alternative form as

(12)
(13)

51i =50[1+ M SII’](O(I —50)] y
Oy =0,[1+ M sin(e; + J,)]

If the modulation index is given, the switching instants are
determined by (12) and (13).

The switching function is the set of p pulses of which
level is unity or zero, with modulating angles calculated by
(12) and (13). Applying the exponential Fourier series to
the i-th pulse, the amplitude of its n-th harmonic

component, C, , isgiven by
H 1 — N, — no, — ng;
Ci=i ) (e —e™)e™ (14)
27

where“j” means an imaginary unit in complex number.
Forthe P pulsesinafundamental period,

Cn = Cni (15)

p
i=1

The harmonic coefficients of the modulated pole voltage
are also derived in the same expression as (15) except that
the average term is absent and the amplitudes are

multiplied by V..

IV.ANALYSISOF DC LINK CURRENTS

Using the harmonic coefficient of the switching
function and the pole voltages, the dc link current of the
two converters can be found.

A. Derivation of phase currents of inverter

The per-phase harmonic equivalent circuit of the
inverter-side is shown in Fig. 4(a). If the amplitude of the
n-th harmonic component of the pole voltage is denoted by

V,,, thecorresponding harmonic current ikn isgiven by
v —e _ _
j, =-n g 2r(k-1)/3 (16)
an

where € is the motor back-emf which is assumed to be
sinusoidal, and Z,, is the harmonic impedance to the n-

th harmonic frequency between terminals of each leg and
virtual dc midpoint. The back-emf is expressed as

e= Emej(wet—y) (17)
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Fig. 5. Phasor diagram for current and voltage.

where E_ is the magnitude of the back-emf, @, is the
angular velocity of the inverter output frequency, and y

is the angle between the inverter output voltage and the
back-emf.

Fig. 5 shows a phase diagram illustrating the relationship
between the currents and the voltages, which is referred to
Fig. 4. It isassumed that the line-side converter is, as usual,
operated at unity power factor and that the motor is
operated at lagging power factor. The inverter output
voltage is chosen as areference phasor and the phase of the
converter input voltage is adjusted to be equd to that of the
reference phasor.

The leg current is given by

: Vi~ €\ Lin(odt-9) o jn2e(k-1)/3
Ik:z(nz )eJﬂw # g in2z(k-1)
kn

N=-00

(18)

The last term in (18) means that the three leg currents are
displaced by 27z /3one another.

The sum of al the leg currentsis given by

3
Io = zlk
k=1
23:{ (Vnz_ e)ejn(wet—m i e—jn2;z(k—1)/3}
ki

k=1 n

(19)

N=—c0

If the impedances in all legs are the same, i.e. Z,, =2,



(19) can be rearranged as

3
e]n(wet7¢) Z e jn27r(k—l)/3}

i, = Z{( n_ (20)
N=— k=1
In (20), by a geometric series,
3 .
Ze—jnZﬂ(k—l)IS _gin2i3 sin(nr) 1)

sin(nz/3)

k=1

The sine quotient in (21) is zero for any integer n except
when N=3s, s=0,+1,+2,---.

Since the triplen harmonic components cannot exist at
the load of the three-phase inverter, (18) is expressed as

N=c0 V. —e . 3 N ~
— Z ( n )ejn(wet ?) e jn2z(k-1)/3 (22)
N=—00 Zn
where n#3s, s=0,t1,+2,---
B. Derivation of switching function S,
The switching function S, isexpressed as
— sz . ejmwe’( . e—jm27z(k—l)/3 (23)

m=—w

where C_ isthesameasin (15).

C. Derivation of total dc link currents on inverter input
side

Substituting (22) and (23) into (2), the total DC link
current can be obtained as

=Y (S

k=1 n=—w

ZC glmedt g

where the term of V,
V,.C,.
By geometric series,

3
z 127 (k-D(men) /3
k=1

Substituting (25) into (24), 14
m+n=35,(s'=0,+1,+2,---), where the sine quotient
becomes equal to 3. Hence, (24) is simplified to

Vdc C ) ejn(met g/))e jin2z(k-1)/3

— jm27 (k- l)/3} (24)

in (22) has been replaced by

_j2z(mny/3 SINZ(M+N)

—e S (25
sinz(m+n)/3

becomes zero unless

H S S V j((M+n)wgt—n
I = 2, DL 3EC,Crel M)

N=—00 M=—00 n
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0

IS

N=—coNE=—00 Z

ej ((M+n+1) wt—y—ng) ) (26)

where,n#3s, s=0+1+2.--,m+n=35,8 =0+£1%2,---.

Eqg. (26) isthe genera expression for the total dc current in
time domain.
On the other hand, the complex exponential form of the

Fourier series of i, and its I-th harmonic coefficient,

By - isdefined as[11]

idcl (t) = Z Eolcl | el (27
D 1. — jlwet
By =7 [ 1o (08"l (28)

which consists of the complex number. For the complex

exponential form of the Fourier series, the magnitude of

each harmonic component is obtained by doubling that of

the complex coefficient, except for the dc term.
Substituting (26) into (28) and simplifying,

dcllzz 23(

dC )C .e’j”¢.e’12”§
m

- Z Z 3 (—m) -C, el grizs (29)
where,
n=3s, s=0+1,+2,---, m+n=39,s'=0,+1,+2,---, and

| =35’ arethe only nonzero harmonics present.

Eqg. (29) is the general expression for the harmonic
content of the dc link current in frequency domain. It
should be noted that the only harmonic currents present in
the dc link of a three-phase inverter are triplen harmonic
components.

V.DC LINK CURRENT THROUGH CAPACITORS

The dc link current of the line-side converter is derived
just as in (26) except that the back-emf of the induction
motor in (17) isreplaced by the source voltage as

— Esej(a)st+c7) (30)
where, E; and wgare the magnitude and the angular

velocity of the source voltage, respectively, and o isthe
phase angle between the converter input voltage and the
source voltage as shown in Fig. 5. In this case, o is
substituted for —¢ since the source power factor is

controlled as unity.
After tedious mathematical manipulation, we can obtain

a series of complex coefficients of B, s Similar to (29)

for the PWM converter side. By summing the complex
coefficients of the same harmonic components in the two
exponential Fourier series and taking the magnitude of
each coefficient, the harmonic spectrum of the capacitor
ripple currents is obtained.
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If the switching frequency of the line-side converter and
the motor-side inverter is unequal, the harmonics in the dc
link currents are independent of each other and form their
own rms values. For the equal switching frequency, the
superposition of both the harmonics yields the rms value,
which depends on the displacement angle between the
switching pulse patterns of both the converters.

In this paper, the switching frequency for the two
converters is assumed to be equal. If the displacement

angle @ is not zero, its effect should be considered in
summing the two Fourier series, as

§ch :Edcl )t Ech,I el (31)

Finaly, taking the absolute value of Ech in (31) and

doubling it, except the dc term, the magnitude spectrum of
the dc link capacitor current is obtained.

112

Fig. 6 shows the relationship between the phase current
and the dc link current waveforms in the PWM converter
and inverter, which is redrawn from in [10]. What is the

displacement angle, @, isshown obviously in the figure.

Since the magnitude of the capacitor current is the summed
amount of the inverter input current and the converter
output current, it is seen from Fig. 6 that the current
flowing through the dc capacitor becomes less as the
superposition of the zero voltage vector duration for the
PWM switching state on the both-side converter is larger.
The rms ripple current of the capacitor is minimum at
s =0,7,2r since a these angles the superposition

duration of the freewheeling states of both converters is
maximum. Fig. 7(a) and (b) show the dc current pulse
waveforms of the converter and inverter, for example, at
p,=xl2 and 7, respectively. At ¢ =z/2, the

superposition of the freewheeling states is minimum. So,
the capacitor ripple current is maximum. In case of ¢_ =7,

the superposition of the freewheeling states is maximum
and then the capacitor ripple current is minimum. To
minimize the capacitor ripple current, it is necessary to set

the displacement angle ¢y to O, 7, 27.

VI.ANALYSISRESULTSAND DISCUSSIONS

The results of the analysis are illustrated by using the
MathCAD tool. To verify the validity of analyss, the
PSIM simulation has been carried out. The operating
conditions of the system are listed in Table I. The dc link

voltage V. is 350[V] and the dc link capacitor is

3300[#F]. The induction motor parameters are listed in

Tablell.

Fig. 8 (a)-(c) show the current waveforms of the
converter output side, the inverter input side, and the dc
capacitor, respectively, where the inverter output frequency
isequal to that of the source voltage of 60[HZ].

Fig. 9 and 10 show the frequency spectrums
corresponding to the dc link currents in Fig. 8, which
resulted from analysis and simulation, respectively. Here,
the displacement angle was set to zero degree. Both
spectrums coincide well with each other, from which the
analysis method is proved to be valid.

Table | Operating conditions

Converter side Inverter side
R L 0.02[Q)] induction motor
' 3.3[mH] (in Table 1)
Power factor 1 0.8
Modulation index 0.95 0.81
Switching/fundamental 3420/60 [HZ] 3420/60 [HZz]
Frequency 57 pulses/cycle | 57 pulses/cycle




Table |1 Ratings and parameters of induction motor
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Fig. 12. Harmonic spectrum of inverter input current
for asynchronous PWM.
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Fig. 13. Harmonic spectrum of dc capacitor current
for asynchronous PWM.

Table 11l Magnitude of harmonic components in inverter-side dc

currents
de f, | 2f, | 3f, |af,| 5f,
56.5 | 6.5 19 | 1.95 3.2 11 | 09 15 11 11
56.8 | 6.5 19 | 1.95 3.2 1.0 11 1.8 11 10
570 | 65 19 | 1.95 4.2 1.0 | 0.9 1.2 1.0 1.0
572 | 65 | 1.95| 205 | 4.95 0.9 11 1.2 1.1 1.0
574 | 65 1.8 19 4.5 1.1 1.0 1.2 1.1 1.0

Table IV Magnitude of harmonic components of dc capacitor

currents
dc fo 2f, 3f, 41, 5f,
565 05 | 02 | 245 | 12 11 |11 |11 08 | 08
568 | 06 | 0.2 | 245 | 24 11 |14 |11 12 |11
57003 |04 |28 |35 12 |10 |11 12 |11
572 06 |07 |28 |34 09 |12 |11 12 |12
574104 |06 |29 |29 08 |16 |09 09 |12
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Fig. 11 shows the comparison of analysis and simulation
results for the harmonic spectrums of the dc link currents
when the inverter output frequency is changed to 20[HZ].
Even though the inverter output frequency may be different
from that of the source voltage, the analysis result is still
valid. Thus, the proposed method can be applied to the
analysis of the dc link ripple currents for adjustable speed
ac drive systems.

Fig. 12 and 13 show the harmonic spectrums of the
inverter-side dc current and the capacitor ripple current,
respectively, for the asynchronous modulation. Here, the
inverter output frequency is varied in four steps from
59.58[Hz] to 60.53[Hz] centered at 60[Hz] and so the
frequency modulation ratio is not an integer. For easy
comparison, their numerical values are listed in Table 111
and IV. In the tables, the top row represents the dominant
frequency of which side bands are centered at and the most
left column represents the frequency modulation ratio. It is
observed that a small amount of the dc component exists
due to the asynchronous PWM. However, the dc term will
be cancelled in the long term since its polarity may be
opposite in other cycles. On the whole, the magnitude of
the harmonic current is not changed so significantly with
the asynchronous modulation since the frequency
modulation ratio is as high as about 57. So, the result of the
analysis for the synchronous modulation may be applied to
the case of the asynchronous modulation without any
remarkable loss of reliability.

Fig. 14 shows the rms value of the dc link ripple currents

as afunction of the displacement angle @ . As expected,
the ripple current is maximum at 7 /2, and minimum at
Oand 7.

VIlI. CONCLUSIONS

In this paper, analysis of the dc link ripple currents for
the three-phase ac/dc/ac PWM converters feeding ac
machines has been proposed. The analysis is based on the
switching function of the PWM and the complex
exponential form of the Fourier series. The analysis results
coincide well with those of simulation. In addition, the
effect of asynchronous modulation and the displacement
angle on the dc link current has been investigated. The



proposed analysis method for the dc link ripple current is
useful for specifying the capacitor and for predicting the
lifetime as well as for understanding analytically the PWM
switching operation.
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Integration Possibilities in Ballast Design
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Abstract—Integrated circuits for electronic ballasts are a
growing market today. Driven by the telecommunication indus-
try, powerful technologies have been developed to handle both,
the large scale integrated signal processing and the power stage
driving and control. These technologies are delivering the fun-
dament for IC solutions, which meet both, the cost require-
ments of ballasts, as well as the aiming at miniaturization. Spe-
cial custom integrated solutions make sense for high-end com-
fort ballasts with extended signal processing. For the mass
market, a modular system is desirable, which allows the flexible
change of product characteristics. The paper gives an overview
of ongoing developments and future trends in this area.

L INTRODUCTION

The growing demand for ballast integration concepts is a
result of tasks faced in ballast design:

e different features are hard to implement by using
discrete components in a modular concept of a
ballast family

e miniaturization requires a low number of discrete
components and a reduction of the PCB-board

area
e some features can only be implemented
utilizing  integrated solutions  (high-

performance dimming, digital interface)
Today's ballasts show three suitable parts for integration:
e  The power stage for lamp driving
e The power stage for PFC (and possibly the input
rectifier)
e The control and driving of power
e The Interface and signal processing functions
Fig. 1 shows a typical block diagram of concepts and
components for integration. This diagram is applicable for
the wide spread low pressure fluorescent lamp ballasts
(FLB), for the HID ballasts, and for the halogen lamp bal-
lasts, regarding line applications (230V and 120V AC).
However, it makes sense to design different integration con-
cepts for different ballast families. The FLB families can be
divided into:
Compact fluorescent lamp ballasts (B1)
Non dimming external ballasts (B2)
Dimming external ballasts (B3)
Controls (for ballast interfaces) (B4)

Mario Pacas
Institute for Power Electronics and
Electrical Drives
University of Siegen, Germany
jmpacas@ieee.org

Another important criterion is the power level of the bal-
last. It shall be made the following distinctions for line bal-
lasts:

e low power ballasts (< 30 Watts) (P1)

e medium power ballasts (<70 Watts) (P2)

e  high power ballasts (> 70 Watts) (P3)
So the integration task has to be examined under the above
mentioned diversity of systems [1].

IL. TOPOLOGIES, TECHNOLOGIES AND
CONCEPTS

In the following only line-powered ballasts are consid-
ered. Battery powered and low voltage input ballasts
often consist of a push-pull power stage combined with
an input boost stage [2]. The consideration of suitable to-
pologies for integration in line-powered ballasts leads to
single stage and dual stage concepts [3].

Single stage topologies can be used for low cost solu-
tions with PFC, but they can hardly enable the dimming
feature down to brightness of 1 %. Besides, dimming com-
bined with bus voltage limiting, preheating and ignition
control might require additional auxiliary circuits in a sin-
gle stage ballast, which provides PFC from the lamp power
stage [4]. Providing the PFC option, a single stage ballast
is well suited, using a driver IC for fault protection. Pre-
heating and ignition control can be implemented with
moderate expense. The bus voltage does not need to be
higher than in dual stage ballasts because the voltage stress
of the power transistors is the same [4].

When a half-bridge topology is used for the power stage,
two n-channel transistors need a high-side driver. The
combination of one n-channel and one p-channel transistor
(mixed transistor type) allows a low side driver only [5].
The mixed transistor type stage has the disadvantages of
the different gate capacitances of the transistors and of a
larger chip area of the p-channel type. Besides, the combi-
nation of driver IC's in dual stage ballasts with a mixed
transistor type half bridge is not simple and requires the
high-side option.

Alternatively, a single transistor power stage can be used
with a low-side driver. It has the disadvantage of an exces-
sive voltage over the transistor, which leads to high blocking
voltages of 4 to 5 times the maximum line input voltage. As
a result switches with blocking voltages of 1000V or 1600V
for the single transistor topology are necessary, compared
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Fig. 1. Different parts and functions of a ballast and possible integration on silicon

to only 500 V to 650 V for the half-bridge topology in line
applications of 230V AC. Table 1 shows different combina-
tions of power transistors, topologies and driver technolo-
gies with their respective advantages and disadvantages. By
using the most common high-side drivers, combined with a
n-channel MOSFET half-bridge, there is a choice between
,,genuine" high-side technologies and chip-on-chip, or chip-
by-chip solutions, respectively. When both, the high-side
driver IC and the low-side driver IC are designed in low-
voltage technology, a blocking voltage of only 15 V to 30 V
is sufficient for the driver transistors. Such drivers are avail-
able today in sub-micron technologies, down to a quarter-
micron technology. The packaging of chip-on-chip solutions
with bidirectional data transfer between the low side and the
high-side driver chip is not simple, but it can be handled
today for reliable solutions

This solution presented by Knodgen in [6] makes sense
for driver ICs for B2 and B3 ballasts and for all power
levels P1 to P3, when a modular concept is used as it is
shown in Fig. 1. For the modular concept the dual stage
topology has some advantages, because some of the P1
ballasts do not need PFC. The control IC can then be pro-
vided in two versions, one version with PFC driver and
one version without PFC driver (e.g. the IR215x and
IR216x series). In a single stage topology, the driver IC
must include the PFC function, which makes it more diffi-
cult to use a simple phase control concept for dimming
ballasts [7]. For P3 ballasts external driver ICs should be

combined with discrete power transistors. Integration of
the power transistors together with the driver ICs at one
chip is usual up to power levels of 70 Watts (P1 and P2).
Therefore an SOI technology is proposed, due to its mini-
mized space for voltage blocking structures, compared to
junction isolation. It is possible to integrate the PFC power
transistor, the half-bridge transistors, and the needed driver
and control circuits at one chip (Fig. 1): PFC IC and Lamp
Control IC, integrated with PFC and Lamp power stage,
including the bridge rectifier [6]).

For designing a dimming ballast B3, even the microcon-
troller can be integrated in SOI technology [6]. The so-
called ,,resurf technique" for the lateral MOS power tran-
sistors up to 650 V blocking voltage offers the opportunity
of a small active silicon area, which is smaller than that of
discrete standard vertical power MOSFET. Such full-
integration concepts are limited by the power losses, which
have to be handled by the heat sink on the housing. Losses
of more than 0.5 Watts in one component may cause prob-
lems due to the excessive temperatures of 80 to 100°C
inside of the ballast. Heat spreading is usual for power
levels higher than 70 Watts, regarding the inductors of the
PFC boost converter, as well as the resonant inductors for
multi-lamp ballasts. Using discrete transistors for the half-
bridge, a useful heat spreading is provided between them
(P3). A small silicon area can be achieved when a so-
called Cool-MOS technology is used [8]. Unfortunately,
these vertical transistors are not well suited for complete
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integration. On the other hand, bipolar technology require
excessive base driving current, and may be used only in
combination with serial MOSFETS, better known as
BIMOS technology devices, when a driver IC is applied
[6].

For a single transistor power stage, a MOSFET is mostly
not efficient, because of its high blocking voltage. This
results in larger chip area, compared to the half-bridge
transistors. For higher voltage levels a new generation of
IGBTSs should be used [9]. Due to the fact that the tail cur-
rent is negligible even for low current levels of about 1.0
A, switching frequencies of 30 to 100 kHz should be
reached without significant dynamic losses in ballast ap-
plications. For the single transistor power stage, a low side
driver is required only. However, the additional size of the
resonant inductor and the high voltage resonant capacitor
in a simple class-E topology should not result in higher
costs, compared to the half-bridge topology. This can be
achieved because of reduced packaging costs.

For high-performance applications the half-bridge, com-
bined with a PFC boost converter, is the most usual con-
cept. The symmetric half-bridge helps to adjust the nomi-
nal lamp power (100%), and power levels down to 1%, by
simple trimming. If the trimming is done by a digital IC
concept, a low number of external components will be pos-
sible. For a class-E topology, as it was shown in [10],
high-performance dimming is hardly possible, when using
analog concepts, due to the complexity of control. For par-
tial dimming ballasts, or for button switched different lev-
els of brightness, analog technique is sufficient. From Ta-
ble 1 it can be summarized, that low-cost concepts tend to
single-stage PFC ballasts without dimming, at least includ-
ing fault protection. Low-cost concepts for partial dimming
-with or without PFC- may tend to a single-switch topol-
ogy e.g. class-E inverter, combined with a boost converter.
High-performance dimming ballasts -with or without PFC-
make use of the n-channel MOSFET half-bridge, combined
with a boost converter. Then, of course, interface ICs can
be added separately (B4) [6]. Finally, for low-cost con-
cepts without PFC, the n- and p-channel half-bridge is well
suited, requiring only a low-side driver. Other topologies
are less suited for integration, due to a restricted perform-
ance in one or more of the following features:

e low crest factor
high power factor
dimming
fault protection, restart
preheating and ignition control -
sufficient line filtering
e end-of-life-, brown-out-protection,
frequency variation, low number of
passive elements, transformer-less
topology
e low voltage and low current stress of
transistors and passive components.

New opportunities are less given by new topologies, but

by new technologies of the ballast components, including

the light source itself. The substitution or elimination of
the inductors and transformers in ballasts is highly desired
due to the possible size and weight reduction. Therefore,
the introduction of piezo-electric transformers (PT) will
lead to acceptable size reduction at even low costs. Be-
cause of the non-dimming and instant-start behavior of
such PT ballasts, the applications are restricted to special
markets. Further, the expected cost reduction of LEDs will
provide an alternative in the next years, as it is already to
be seen in the automotive market. Summarizing, we can
state that new components technologies always open the
door to new topologies and driving solutions.

II1. CONTROL STRATEGIES FOR DMMING
BALLASTS

As already described, the functionality of a ballast may
be very different, depending on the market sector and on
the power level respectively. For achieving the dimming
performance, usual control strategies for half-bridge and
for single-transistor ballasts are shown in Table 2. It can be
seen that analog concepts are well suited for optimum
high-performance dimming, if phase control is imple-
mented [7]. The external trimming needs more expense for
analog ICs than for digital ones. For high-performance
dimming, a digital concept is recommended, if the number
of external components should be minimized and if differ-
ent lamp types are chosen for one ballast type.

Iv. THEORETICAL COMPARISON OF CONCEPTS

There are two well-suited topologies for dimming and
for power control of a line ballast. These are the half-
bridge and the class E converter, which was introduced by
N. O. Sokal in 1975 [11]. Even if the half-bridge is an op-
timum topology regarding the voltage stress and the size of
resonant components, a theoretical comparison is of inter-
est because the single-transistor solution leads to cost-
effective solutions as fast high-voltage IGBTs and low-
cost low-voltage technologies are available. For this pur-
pose, an average transfer function analysis was made for
both, the half-bridge, and the class E converter. The cir-
cuits are shown in Fig. 2 and Fig. 6, respectively. The fun-
damentals of the description of load resonant converters by
average transfer functions can be found in [12]. The ap-
proach is based on wide-range parametric analysis includ-
ing the parameters D (duty-cycle), the normalized fre-
quency a, and the load factor Q, as defined in Eq. (1).

Derived from a simple series resonant circuit, driven by
a sinusoidal AC supply an average static transfer function

R
—L can be defined, which represents the average value of

dc
the static transfer function, when the parameters are
changed within a wide range.
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Fig. 2. Class D half-bridge converter

It can be shown, that for specific parameter constella-
tions there is only a slight change of the static transfer
function. Other parameter constellations lead to extreme
changes of the static transfer function, when only changed

slightly. NeglectingCy, and assuming Cy =co and de-

fining:

D:tﬂ. a:fres:wres. Q: 1 E (1)
T’ f o R \C

where f is the operating frequency and f. is the series

resonant frequency an average static transfer function for a

half-bridge can be derived as:

Ry _ 2Dy’ @
Ry . 2k
Clpredict ——+—
v 2

V= a(D—ﬁsin(4nD)); k=2Q+1 3)
The results of this approach are shown in Fig. 3, Fig. 4
and Fig. 5, where frequency and duty-cycle are the parame-
ters influencing the load power taking into account the wide
range of change of the values of the elements Ry, C, and L.
In this approach, the capacitor C; is neglected in lamp burn-
ing mode. For dimensioning the dimmable class-D half-
bridge converter a more exact solution has to be used. In
case of dimming, the load factor Q, including the blocking
capacitor C from Fig. 2 is not of interest, because Q is al-
ways within a range of 1.0< Q <2.0. By neglecting the fila-
ment resistance of the lamp and assuming a large value of
capacitor C, the following complex expression can be de-
rived [7]:
RL _ 025(1 +j(0RLCZ) (4)
Rac (1+ijLcZ)(1+J1;°LJ—ijLCZ
L

At 100% lamp power the value of jwR[Cyzcan be ne-

glected and the lamp current can be adjusted by choosing the
inductor value L for a given minimum frequency ® = 2xf .

For dimming, C; has to be taken in account; it has to be
large enough to ensure sufficient filament current at higher
frequencies. Otherwise, the lamp could extinguish in dim-
ming mode. To prevent the lamp from overheating and
from degrade lamp life in dimming mode, an increasing
lamp voltage has to be considered, due to the negative in-
cremental lamp impedance [7].

T
— Exact solution at
Rdco'24 resonace point
0,22 ‘\
— |
\
0,20 —
Average transfer
0.18 function
0,16 I’
0,14
0,12 \
0 1 2 3 4 Q 5

Fig. 3. Average transfer function of a class-D half-bridge converter
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Fig. 5. Average transfer function of a class-D half-bridge converter
Q=0 and a=1

Because of the symmetrical topology of a half-bridge,
dimming is possible by using a phase-control technique, as it
is described in [7]. Other dimming concepts should be simi-
lar, and the filament current has to be detected in any opera-
tion mode. Future generations of integrated solutions should
have the opportunity to calculate lamp parameters during
operation as lamp voltage-current-curves and the filament
resistance, to ensure a sufficient heating performance. Long-
term effects and errors due to tolerances can be partially
handled by chip-internal adjustment and calculation. If a
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single-transistor concept is used for integration, dimming
should be possible as well. From the approach of an average
transfer function for the class-E converter the characteristics
depicted in Fig. 7 can be calculated.

Lf

Tr \ID_

Fig. 6. Class-E Converter (N. Sokal)

With (1) follows for this topology

Rp =(2D)2[ 2+ 12 —zj (5)
R e predict 2vk
2
V=an+21; Z=1(1+L2) (6)
(cos(nD)+1) 2 4y
1 1
K== (4—— 7
2( 2Q+1) @

This ,,parametric” or ,,predictive” transfer function, here
called average transfer function, shows only a slight depend-
ence on the load factor Q, which is not shown in the dia-
gram. A low value of Q should be chosen. The maximum
transistor voltage will be slightly decreased, and the normal-
ized current stress of the blocking capacitor C is lower [13].
On the other hand, there is a higher amount of harmonics,
compared to the half-bridge, due to the asymmetric topol-
ogy. Increasing Q means fewer harmonic at the load, but
does not result in significant reduction of the input current
harmonics.

For PFC a pre-converter is recommended. As an alterna-
tive, similar AVF circuits are suitable as for the half-bridge
(AVF=Active Valley Fill). It was shown in [14] that a good
estimation of the real static transfer function can be found
empirically for low Q values, when a transistor-current con-
trol is used [10]:

R D-R
L _ 7 L (8)
Ry 2-f-Lg
Equation (5) is only valid for transistor current control,
adjusting approximately constant output power, independent
of the input voltage. For low values L; of the smoothing

inductor, the input current is changing between zero and
maximum, due to the appropriately chosen current reference
function. For dimming it is possible to increase the fre-
quency f starting from each point of the input voltage level
[10]. This solution -compared to the voltage-fed half-bridge-
allows dimming concepts without regulation of the DC bus

voltage. Even for universal input, this concept would be ap-
plicable. Unfortunately, due to the asymmetric lamp current,
a simple phase control is not sufficient for dimming down to
low power levels. It has to be a more complex combination
of lamp current detection in both directions and of the tran-
sistor-current control, which will allow a high-performance
dimming concept. Nevertheless this topology has the poten-
tial for integration because of its parameter-independent-
behavior over a wide input voltage range, regarding resonant
inductor L and capacitor C, [14].

V. TOPOLOGIES WITH PIEZO-TRANSFORMERS

Recent developments in the area of Piezo-transformers are
very promising and make this technology attractive for new
designs and applications. Power supplies with Piezoelectric
Transformers (PT) allow size and cost reduction in many
low power applications, such as CCFL backlighting invert-
ers, DC to DC converters and off-line power supplies.
Therefore they can also be taken into consideration for the
integration of ballasts. As an emerging technology several
aspects have to be examined especially the suitable topology
to be used.

In [15] a complete parameter analysis is provided to op-
timize both, the PT, and the converter topology, mainly for
step-down off-line applications. The most suited topologies
for high voltage input (85 to 260 V) are the half-bridge and
the class-E. Typical output voltages of 1 V to 60 V, com-
bined with power levels between 1 and 100 Watts, are
achievable with today’s PT Transoner®-type technology.
So, the Class-E converters results to be suitable for low
power levels, using a PT at low expense, due to the only
required low-side driving. On the other hand the half-bridge,
requiring an expensive high-side driver, is suited for larger
power levels where efficiency becomes more important for
size reduction. The input inductor of class-E, considered as a
“bulky” component in the past, can be reduced to small
sizes, at high input voltages.

VL CONCLUSION

For medium requirement up to high-end systems, the half-
bridge topology is now and in the next future the most suit-
able one for the implementation in silicon. Besides the dim-
ming and safety control can easily be realized in a robust
way.

The results concerning piezo transformers lead to the con-
clusion that for miniaturized systems the load side can be
equipped with a piezo transformer. This system is especially
attractive for the substitution of conventional ballast by elec-
tronic ones as it is necessary due to the new European regu-
lations. The aspect of flatness should also be considered as
piezo transformers allow flat miniaturized power supplies.

One aspect not considered in this paper will become very
important in the next time. The application of LED in auto-
motive applications is a growing one, so it can be expected
that the importance of LEDs in general lightning applica-
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tions will grow in the near future. Here piezo transformers
are a very attractive solution due to their EMI characteris-
tics, their high efficiency and their size.

REFERENCES

M. Radecker, F. Dawson:Ballast on a chip; Realistic expectation or
technical disillusion, IEEE Industry Applications Magazine , Jan/Feb
2004

F. Goodenough: ,,IC molds Power for LCD's Backlit Fluorescent
Lamp", Electronic Design, No. 43, July, 8th 1993

Bohme, Frank: Elektronische Vorschaltgerite fiir Niederdruckentla-
dungslampen, Diss. University of Dresden, Germany,2001

H. Giildner, K. Lehnert, F. Bohme, F.Raiser: ,,Principles of Electronic
Ballasts for Fluorescent Lamps - an Overview", IEEE Proc., PESC'99,
pp- 19-25

L.R. Nerone: ,,A Complementary Class D Converter", 1998 IEEE IAS
Annual Meeting, St. Louis, IEEE Proc., pp. 2052-2059

1999 IEEE IAS Annual Meeting, Panel Session: ,,Ballast-on-a-Chip:
Realistic Expectation or Technical Delusion ?", Phoenix, AZ, U.S.A.,
Oct., 6th 1999

T.J. Ribarich, J.J. Ribarich: ,,A New Control Method for Dimmable
High-Frequency Electronic Ballasts", 1998 IEEE IAS Annual Meet-
ing, St. Louis, IEEE Proc., pp. 2038-2043

(8]
(9]

[10]

[11]

[12]

[13]

[14]

[15]

L. Lorenz, et al: ,COOL MOS from SIEMENS", Internal Report,
Siemens, from March, 27h, 1998

M. Mirz, A. Knapp, M. Billmann:,,Schnelle 600-V-IGBTs als
MOSFET-Alternative fur Schaltfrequenzen bis uber 300 kHz", elekt-
ronik industrie 5 - 1998, pp. 28-32

M. Radecker, Y.-L. Nguyen: ,,Application of Single-Transistor
Smart-Power IC for Fluorescent Lamp Ballast", 1999 IEEE IAS An-
nual Meeting, Phoenix, AZ, IEEE Proc., pp. 262-268

N. Sokal, A. Sokal: “ Class E- A New Class of High- Efficiency
Tuned Single-Ended Switching Power Amplifiers”, IEEE Journal of
Solid State Circuits, Vol. SC-10, Nr. 3, June 1975

M. Radecker: "Effiziente Berechnung and Entwicklung energieu-
bertragender Systeme", Thesis, 1999, Technische Universitat Chem-
nitz

M. Kazimierczuk, K. Puczko: ,,Exact Analysis of Class E Tuned
Power Amplifier at any Q and Switch Duty Cycle", IEEE Trans.on
Circuits and Systems, Vol. CAS-34, No. 2, Febr. 1987, pp. 149-159
Radecker, M.: “Integrated circuit design and application for elec-
tronic ballasts”, IEEE IAS Annual Meeting Conference Record,
Rome 2000

F.E. Bisogno, M. Radecker, A. Knoll et.al.: Comparison of Resonant
Topologies for Step-Down Applications Using Piezoelectric Trans-
formers, Proceedings of the PESC04 Aachen, 2004

2,0
RL Exact static
R transfer function
dc
1,5
Average transfer f\verageftratifer
function for Lf<eo, unction for Lf=e
tuned at resonace
1,0 / -
05 / N\
/%
0 0,2 0.4

0,6 0,8 —>D 1,0

Fig. 7. Average Transfer Functions of a Class-E Converter for Q = O

121



TABLE 1: ADVANTAGES (+) AND DISADVANTAGES () OF TOPOLOGIES AND TECHNOLOGIES

Topology
Power Stage (Lamp) PFC Stage (Pre-Converter)
Half-Bridge Single- Boost- Single-Stage
Transistor Converter Ballast (AVF)
Power 2 n-channel 1n-+1 p- IGBT, 1 n-channel -
Transistors Mosfets chan. Mosfet or BIMOS Mosfet
Blocking Voltage 500 ...650 V 500 ...650 V 1200 ... 1600V | 500 ... 650 V -
for an input
of 230V AC
Driver -1C High-Side Low-Side Low-Side Low-Side -
and Low-Side
Technology of - Low-scaled - combination + Only one + Only one -
Driver- IC High-side with Boost Low-side chip Low-side chip
+ and - + Single-chip Converter not
. . simple
- Chip-by-chip + Only one
solution Low-side chip
+ High-scaled
Low-side (2 chips)
Ballast - additional - additional + PFC - no advanced
Features losses at losses at dimming
+and - p-channel transistor + PFC
Transistor + wide input
voltage range
Passive - larger - advanced line
Components inductor size filter
+and - - larger - additional
voltage stress inductor and
capacitors
TABLE 2: COMPARISON OF CONTROL STRATEGIES FOR DIMMING BALLASTS
Half-Bridge Single-Transistor
Additional Frequency-Control and Frequency-
Phase-Control Voltage-Control possible Control
Dimming Optimum up to Optimum up to Possibly up to Optimum up to
Performance approx. 1 % approx. 1 % approx. 1 % approx.. 10
Control IC Analog High- Digital High- Digital Low- Analog Low-
Concept Side and Low- Side and Low- Side, 0.25 to 0.8 Side, 1.0 to 5.0
Side, 1.0 to 5.0 Side, 0.25 to 0.8 pm Technology pm Technology
pm Technology pm Technology
External Medium Low Number of Low Number of Low Number of
Trimming Number of Components Components Components
Components
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Abstract— The performance of an active power filter (APF)
depends on the inverter characteristics, applied control method,
and the accuracy of the reference signal generator. The
accuracy of the reference generator is the most critical item in
determining the performance of active power filters. This paper
introduces an efficient reference signal generator composed of
an improved adaptive predictive filter. The performance of the
proposed reference signal generator was first verified through a
simulation with MATLAB. Furthermore, the application of
feasibility was evaluated through experimenting with a
single-phase APF prototype based on the proposed reference
generator, which was implemented using the TMS320C31
floating-point signal processor. Both simulations and
experimental results confirm that our reference signal
generator can be used successfully in practical active power
filters.

L INTRODUCTION

Harmonic current generated in the non-linear load is a
remarkable issue, as more power electronic equipment have
come into wide use in offices and factories. The distortion of
terminal voltage in the power system due to the harmonic
current brings about over-heating and vibration problems of
power devices connected to the power system. Thus, the
harmonic current causes degradation of power devices and
faults in the power system [1].

An active power filter is a power electronic device used to
effectively eliminate the harmonic current generated by
non-linear loads. The operational principle of the active
power filter is to inject a harmonic current with the same
magnitude and a 180-degree phase shift in parallel with the
load, so that the source can supply the fundamental
component of a load current only. The performance of an
active power filter depends on the extraction method for the
current reference signal, the control method for the harmonic
current, and the dynamic characteristic of the related inverter
[2]. A comprehensive review of active power filters is
available in reference [7].

One method in extracting the current reference signal from
the load current is to make the load current pass through a
notch filter. Another method is to obtain the reference signal
by means of the instantaneous power theory through the
rotational coordinate transform. The weak point in using the
notch filter is the inherent phase shift. This phase shift can
bring about an enormous performance degradation of the
active power filter. In the case that the instantaneous power

theory is used, it is required to detect the load current, source
voltage, and injecting current from the active power filter, as
well as perform the complicated coordinate transform. Also,
this method requires a lowpass filter to remove the
fundamental component from the transformed load current
[4], [6].

The adaptive predictive filter under consideration was first
introduced by Viliviita and Ovaska for generating the current
reference signal without a phase shift for the active power
filter application in 1998 [5]. Their paper proposes a
multi-stage reference signal generator composed of a fixed
pre-filter, adaptive predictive filter, peak detector, and a
Lagrange interpolator. It also demonstrates the performance
of the proposed scheme that was evaluated through computer
simulations with MATLAB. However, it only deals with the
performance of the reference signal generator based on
simulation results within a short time period of 2 seconds.
Moreover, it does not present any experimental performance
analysis of an active power filter (prototype) using the
proposed reference signal generator.

In order to evaluate the feasibility of the above reference
signal generator, the present authors verified its performance
using the TMS320C31 digital signal processor and C
programming language. According to our verification results,
the reference signal extracted from the load current using the
proposed reference signal generator has practically no
distortion up to 2 or 3 seconds. However, it has severe
harmonic distortion after a lapse of 20 seconds. Consequently,
it is verified that the proposed reference signal generator
cannot be applicable for any active power filter as it is. The
principal reason for this unexpected behavior is the common
weight-drift problem of the standard LMS algorithm [8].

To fix the undesired behavior of the original reference
generator [5], the present authors modified the algorithm
block of the adaptive predictive filter in the reference signal
generator and added an algorithm block of magnitude
correction. The performance of an improved reference signal
generator was first analyzed by means of a simulation with
MATLAB. Moreover, it was verified by implementing an
algorithm programmed by C language in the TMS320C31
DSP. In order to evaluate the feasibility of practical
application, hardware models of the entire active power filter
and a single-phase diode rectifier were built and connected
together for experimental analyses.
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1I. ACTIVE POWER FILTER

The basic function of active power filters is to attenuate the
harmonic components of the load current supplied to the
non-linear load. The operational principle and system
configuration of the active power filter was proposed first by
Gyugyi and Strycula in 1976 [1]. Furthermore, a
comprehensive study was performed by Akagi et al. in
reference [2]. Such an active power filter can be connected to
the load in parallel or in series, but typically, it is connected in
parallel as shown in Fig. 1.

Non—

Linear
Load

z, I, I, z,

Currant
z Reference
F Generator
1; *
Active = t £
urren
I:‘_{Jv.er . Controller
Filter

Fig. 1 Parallel-type active power filter

The active power filter provides a current of the opposite
magnitude and the same phase angle with the harmonic
components of a load current. Therefore, in accordance with
Kirchhoff’s current law, the source current contains only the
fundamental component. In order to implement the active
power filter, a processor measures the load current and
extracts the fundamental component for constructing the

. . oK
reference signal. So, the reference signal i, can be

represented as:
Lk

Ip =10, =i (1)
where I, is the load current distorted by the nonlinear load

and I, is the fundamental component of the load current.

oK . .
The reference current 7, is used to generate the inverter

switching pulses, so that the inverter output current follows
it.

The reference generation described in Eq. (1) is
theoretically simple. But the more difficult issue is how to
obtain the harmonic components from the distorted load
current by eliminating the fundamental component. A notch
filter was first proposed for this purpose. Notch filters can
extract the harmonic components from the distorted load
current, but they introduce a harmful phase shift to the
harmonic components. In order to solve the phase shift
problem, the instantaneous power method was proposed for
the three-phase non-linear load, in which the three-phase load
current is measured and converted by the rotational
dg-transform. The transformed value is passed through a
lowpass filter to extract the fundamental component and
finally to obtain the harmonic components as a current

reference signal. The disadvantage of this method is that it
requires a large number of sensors for input measurements
and complicated computations for coordinate transform.

III. ORIGINAL CURRENT REFERENCE GENERATOR

Figure 2 shows a data flow diagram of the reference signal
generator, which was proposed in reference [5]. The
reference signal generator consists of the peak detector,
prefilter, adaptive predictive filter, and the Lagrange
interpolator.

Estimated

Current | Peak Current
Moo |

Estimator
1.67 kHz

1,67 khz 1.67 kHz 10 kHz

Adaptive
p{L1 by Prefiter Predictive Ts
0 "
i) e w&m

uln

Output i*
Signal - _ 'F

Lagrange
Interpolator

Wm) +

Current Signal
#(n)

Fig. 2 Original reference signal generator [5]

The input signal is first normalized in order to mitigate the
difficulty of processing the adaptation algorithm.
Normalization is implemented by dividing the input signal by
its estimated peak value. After passing through the adaptive
predictive filter, the signal is de-normalized by multiplying
the output signal by the peak value again. The normalized
signal is filtered through a lowpass filter to eliminate
undesired frequency components. If the original distorted
signal were applied directly to the adaptive predictive filter, it
would disturb the adaptation process, because the LMS
algorithm is sensitive to all correlating signal components.

The applied prefilter was a fifth-order Chebyshev type 11
infinite impulse response (IIR) filter whose passband cut-off
frequency and stopband ripple are 0.17 T and 10 dB,
respectively. Since the sampling rate of the prefilter is 1.67
kHz, the passband cut-off frequency is 142 Hz. Thus, the 5™,
7" and higher order harmonics are attenuated trough the
prefilter. Also, the phase shift, which results from passing
through the prefilter, is compensated through the adaptive
predictive filter.

The sampling rate of 1.67 kHz is rather slow in application
for the pulse-width modulation (PWM) switching of the
inverter in the active power filter. Therefore, it is required
that the sampling frequency be increased by up to 10 kHz to
reduce the harmonics generated by sampling. A second-order
Lagrange interpolator was applied for this up-sampling.

A. Adaptive Predictive Filter

The adaptive predictive filter must predict one step ahead
in order to allow interpolation for sampling up to 10 kHz. The
adaptive predictive filter processes the signal from the
prefilter after delaying it by one step as illustrated in Fig. 3.
Basically, the adaptive predictive filter behaves as a
one-step-ahead predictor.

The predictive filter is a finite impulse response (FIR)
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filter. Such a filter should converge to predict the dominating
(fundamental) sinusoidal component only. The adaptation of
the FIR filter is realized by means of the Widrow-Hoff LMS
algorithm for filter coefficient adaptation. Below is the
formula for adapting the filter coefficients:

H(n+1)=H(n)+2uen)U(n-1) )

The output error related to the coefficient adaptation is
defined below:

e(n)=x(n)-H" (n) U(n-1) 3)

where, H(n)=[h0),-, (N-D)T
l_/(l/l —1) =[u(n—1),--,u(n—N)] are the filter coefficient
vector and the data vector in the FIR window, respectively,

and N is the length of the FIR filter.
The adaptation gain factor £/ in Eq. (2) is selected to be

and

small enough to guarantee the stability of the LMS algorithm.
The choice of p is always a trade-off between the

adaptation rate and the overall stability of the system. In this
study, £ =0.002 (with N=22) is selected as an appropriate

compromise.
Finally, the output of the adaptive predictive filter y(7)
is calculated as:

y(n)y=H"(n) U(n) 4

()
Z(n) - LMS—AI_gnrithm
o] -1 - FIR Filter
IS
¥z
L FIR Filter —— -

Fig. 3 Adaptive predictive filter

B.  Interpolator

The output of the predictor is sampled at a rate of 1.67 kHz.
However, the time resolution can be improved to any
reasonable value by up-sampling and interpolation. The
interpolation rate is mainly determined considering the
available software and hardware resources. On the other hand,
the switching frequency of the active power filters is
typically from a few kHz up to 10 kHz.

A general-purpose approach for interpolation is
considered, which is a second-order Lagrange interpolator.
The advantage of this interpolator is its computational
simplicity and low output distortion. Such an interpolator can
be conveniently implemented with a poly-phase structure for
interpolation by a factor of six.

The interpolator is composed of six poly-phase filters

operating on the de-normalized samples y(n), y(n—1),
y(n—2), which come from the adaptive predictive filter.

For each new input sample, the output side collects one
sample from each of the six poly-phase filters. The

coefficients of the poly-phase filters,
p.(n), ie{0,1,2,..,5},are given below [5]:
p,(n)=1[0,1,0] pl(n):{%,%,_%}
o35 4] -2 8
pi(n)= B 2, - ;—} ps(n) = [% u- %} 5)

Finally, the output signal v(m) of the interpolator is
obtained as:

v(m) = p;(n)Y(n) (6)
where, ¥(n) = [y(n), y(n—1), y(n—2)["is the data
vector in the filter window. The poly-phase filter index I

rotates at a rate of 10 kHz after the division of m/n ,
because the output time index m increments six times faster
than the input time index 7 .

C. Peak Detector

The wvariation of the current magnitude may cause
instability of the adaptive predictive filter. Therefore, the
input signal is normalized to make the peak amplitude
approximately one. This is simply done by dividing the input
signal with the estimated peak amplitude. The peak detector
is realized by choosing the maximum value of the input
samples during a one half period of the fundamental
frequency. If 1.67 kHz is used as a sampling frequency, 22
samples are needed to be stored in the 60 Hz power system
for peak value estimation.

1V. IMPROVED REFERENCE GENERATOR

The reference signal generator discussed in the previous
section brings about severe distortion in the output after an
elapse of about 20 seconds. This is due to the weight-drift
problem of the coefficient vector H (7). Such a drifting

problem is common when the standard LMS algorithm is
used in environments that do not satisfy a certain persistence
of excitation condition [8]. In order to remove the drift
phenomenon, the present authors propose a modified
reference signal generator as shown in Fig. 4.
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Prefilter Predictive —#{X 6
Current Signal #m u(n) Fier ¥(n) y(n)
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cosine —» __ Filter

Scaling Factor SF
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Fig. 4 Improved reference signal generator
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wm) +

The output interpolator of the proposed reference signal
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generator is the same as that of the reference signal generator
explained in the previous section. Other components are
modified as discussed below in order to solve the severe
operational problem.

A. Peak Detector

The function of the peak detector is to mitigate the
harmonic distortion that is the same as that of the peak
detector in the original reference signal generator. The peak
detector in the original reference signal generator operates at
a sampling rate of 1.67 kHz, which can be disturbed by
harmonics with higher frequency than 835 Hz. Consequently,
it affects the output stability of the adaptive predictive filter.
In order to minimize this effect, the input signal is filtered
through a lowpass filter with a 180 Hz cut-off frequency.

B.  Prefilter

The fifth order Chebyshev II IIR filter was originally used
as a prefilter to extract the fundamental component from the
input signal. This prefilter has advantages such as a good
skirt characteristic and a small phase shift. Nevertheless, its
disadvantage is related to aliasing, which disturbs the
operation of the adaptive predictive filter, because the
harmonics with higher frequency than 835 Hz still exist after
passing through the prefilter. In the following study, a fifth
order Butterworth IIR filter is used instead of the earlier
Chebyshev 1I filter, which is insensitive to the aliasing
phenomenon, although it has better phase and skirt
characteristics.

C. Adaptive Predictive Filter
In order to eliminate the harmful drift of the adaptive filter
coefficients, Eq. (2) is modified as the following equation,
considering a leakage factor [8]:
Hn+1)=6-Hn)+2ue(n)U (n-1) 7)
The error calculation is the same as in Eq. (3). The

coefficient vector H(n) , data vector U(n—1) , and
adaptation gain #/ are taken the same as in the above
discussion. The output is determined by the FIR filter, which
is illustrated in Eq. (4).

Fig. 5 shows the total harmonic distortion (THD) of the
calculated output of the predictive adaptive filter with respect
to the leakage factor, when it is changed from 0.5 to 0.999.
The optimal leakage factor was determined as ¢ =0.999, so
that the THD of the calculated output of the predictive
adaptive filter is at the minimum and no coefficient drifting

exists. A similar leakage factor was also used by Nishida ef al.

in their active power filter implementation [9] .
When the leakage factor is used, the filter coefficient
vector H(m) is improved to avoid drifting. But the

magnitude response characteristics of the adaptive predictive
filter bring about losses in the important frequency band. In
order to compensate for these losses, the magnitude of the
fundamental component should be corrected.
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Fig. 5 Output signal THD with respect to leakage factor

D. Fundamental Component Compensation

The magnitude attenuation of the fundamental component
due to considering the leakage factor in the adaptive
predictive filter is compensated by means of a scaling factor
(SF) to adjust the output amplitude. The attenuation of the
fundamental component is first detected through measuring
the orthogonal component losses of the FIR filter. In order to
implement such a compensation scheme, two orthogonal
sinusoidal signals with a magnitude of unity are passed
through the FIR filter, as represented in Eq. (8). The two
orthogonal signals are defined as two vectors on the
orthogonal coordinates, whose vector sum has a magnitude
of unity. SF is obtained by taking the inverse of the
magnitude of the vector sum for the two components, and
multiplying it to the output of the predictive adaptive filter for
appropriate de-normalization.

ds(n) =sin(w At -n) gs(n)=cos(wAt-n)  (8)

V. PERFORMANCE VERIFICATION

For the purpose of performance comparisons before and
after the improvement of the reference signal generator, the
steady state of the waveform and its frequency response was
analyzed in detail using MATLAB simulations. It is assumed
that a steady state begins after about 20 seconds, as

TABLE I
HARMONIC COMPONENTS OF TEST INPUT SIGNAL

Harmonic order Amplitude [%]
Fundamental 100
5th 22.6
7th 10.5
11th 7.3
13th 4.7

experience from the simulation portrays.

Table I shows the existing frequency components and their
magnitudes in the test input signal whose waveform is shown
in Fig. 6 (a). Using this signal as the input for the reference
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signal generator, the performance comparison was performed
through the evaluation of the fundamental component,
obtained from the simulation after 20 seconds.

Figures 6 (b) and (c) show the extracted fundamental
component and the magnitude response of the entire filter,
when the input signal is passed through the reference signal
generator before improvement. The simulation results
indicate that the harmonics level is very low as shown in Figs.
6 (b) and (c), after one second of simulation. So, the reference

signal generator seems to work well.
(a)

Amplitude

19.97 19.98 19.99 20

Time [secl

19.95 19.96

(b)

0.94 0.95 0.96 0.97 0.98 0.99 1
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4] 100 200 300 400 500 600 700 800
Frequency [Hz]

Fig. 6 Simulation results of the original reference signal generator at 1
second: (a) Output waveform, (b) Extracted fundamental component, (c)
Magnitude response of the entire filter

The graphs in Fig. 7 show the fundamental component and
the magnitude response of the entire filter when the
simulation was performed for 20 seconds. Now, the extracted
fundamental component has severe distortion, which means
that the reference signal generator no longer works. This
result can be distinguished clearly in the frequency response
of the entire filter (Fig. 7 (b)); there is a considerable
gain-peak of 3.5 at the fifth harmonic.

The disturbing gain-peak builds up, because the reference

signal of the original adaptive filter is taken before the
lowpass-type prefilter (see Fig. 2).
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Fig. 7 Simulation results of the original reference signal generator at 20
seconds: (a) Output waveform, (b) Magnitude response of the entire filter
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Fig. 8 Simulation results of the improved reference signal generator at 20
seconds: (a) Output signal waveform, (b) Magnitude response of the entire
filter

Although the harmonic frequencies are attenuated through
this prefilter, the cascaded adaptive predictive filter restores
the correlating signal components—even the attenuated
harmonics. Restoration of harmonics, however, takes longer
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than restoration of the fundamental frequency (compare Figs.
6 (c) and 7 (b)), because the fundamental sinusoid has
considerably higher amplitude. Eventually, all the harmonic
components would be restored, if the predictive filter only
had enough degrees of freedom available. This undesired
phenomenon can be effectively prevented by using a leaky
LMS algorithm instead of the basic LMS algorithm.

The graphs in Fig. 8 show the extracted fundamental
component and the magnitude response of the entire filter
when the input signal is passed through the improved
reference signal generator.

The simulation was performed again for 20 seconds for the
purpose of fair comparison. Here, the simulation results
indicate that the level of output for the harmonics is

TABLE I
HARMONIC COMPONENTS OF TEST OUTPUT SIGNAL

Harmonic order Amplitude [%]
Fundamental 100
5th 0.53
7th 0.245
11th 0.1
13th 0.075

extremely low as shown in Table II.

This result can also be distinguished in the magnitude
response of the entire filter; now the gains of all harmonic
frequencies are no more than 0.22. Consequently, the
proposed adaptive predictive filter operates perfectly as a
bandpass filter with an accurate compensation capability of a
phase shift.

In order to verify the dynamic characteristic of the
modified reference signal generator, an analysis of step input
change was performed. Figure 9 shows the simulation results
of the output signal when the input signal has a step increase
of 20 % or 40% and a step decrease of 20 % or 40%. There
are some transients at the instant of step change due to the
delay of the peak detector. However, these transients exist
only for one cycle of line frequency and then rapidly settle
down.

VI. HARDWARE EXPERIMENT

The feasibility of hardware implementation for the
proposed reference signal generator was evaluated by
building and experimenting with a single-phase active power
filter with a non-linear load composed of a diode rectifier
with an RL load. Figure 10 shows the configuration of the
experimental setup. The active power filter has a power
rating of 1 kVA. It has an LRC passive filter to reduce the
switching transients in the output current. The RL load has a
variable resistance to simulate possible load variations. The
system parameters of the hardware experiment setup are
given in Table III. The proposed reference signal generator is
implemented on the TMS320C31 DSP using C programming
language. Moreover, all the algorithms composing the
proposed reference signal generator were implemented using
floating-point arithmetic. The current control of the active

power filter is implemented with a dead-beat algorithm [9] on
the DSP.
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Fig. 9 Step-change response of the improved adaptive predictive filter:
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The dead-beat control, which is a method used to obtain a
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dead-beat response, has been applied for the current control
of active power filters since the early 1990°s [3]. The

dead-beat control requires knowledge of the input parameters,

such as the line voltage, coupling reactor inductance, present
inverter output current, and the reference current value. The
control delay is an intrinsic disadvantage of this method. In
order to reduce the harmful delay, this paper uses a scheme to
compensate for the error of n-th and (n—1)-th points

TABLE 111
HARMONIC COMPONENTS OF TEST OUTPUT SIGNAL
Source
Input voltage 110 V, 60 Hz
Inverter
Filter L 6 mH
Filter C¢ 20 pF
Filter R¢ 5Q
DC capacitor 2200 uF
RL load
. 20Q > 166 Q
R (variable) 1660200
L 50 mH

simultaneously by means of predicting the error at n-th point
with the output at (n — 1)-th point.

Experimental work is performed in accordance with two
analysis conditions; when the load is in a steady state and in a
transition state. Figure 11 shows the experimental result
illustrating the operation of the proposed reference signal
generator. Figures 11 (a), (b) and (c) show the load current,
fundamental component, and harmonic components of the
proposed reference signal generator. It is clear that the
reference signal generator proposed can generate a
satisfactory harmonic reference signal for the active power
filter.

&) [etry

The active power filter using the proposed reference signal
generator and the dead-beat controller can compensate the
harmonics due to the non-linear load, although there exists
some transients in the source current. These transients
occurred at the instant of step rising in the load-side input
current, because the step rising is too steep to make the
control follow. The steepness of the load current can be
mitigated in reducing the inductance of the dc reactor.

lecroy

(a)

T~
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(b) 4,88 A - '5 =] — M, e N
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B ms $

(c) 1.8 v ™ — 7 —

1Aidiv [——— i — ] 3

i 2

Fig. 12 Experimental results II with the improved reference signal

generator: (a) Compensated current, (b) Compensating current, (¢) Load
current

In general, the load changes as time elapses. So, it is very
important to check that the proposed reference signal
generator operates in a stable manner with sudden load
changes. Figure 13 shows the experimental result when the
load has a step increase of 20 % and a step decrease of 20 %.
Figure 13 (a) shows the compensated current in the source
side and the fundamental component of the reference signal
generator when the load has a 20 % step increase, while Fig.
13 (b) shows the compensated current in the source side and
the fundamental component of the reference signal generator
when the load has a 20 % step decrease. As expected, the
proposed reference signal generator operates properly
without severe transients at the instants of step load change.
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Figure 12 shows the experimental result illustrating the
operation of the active power filter using the proposed Interpalator ' ' ' T
reference signal generator and the dead-beat controller. 3hidiv I

Figures 12 (a), (b) and (c) show the compensated current in
the source, the compensating current from the active power
filter, and the load current. The THD (total harmonic
distortion) of compensated current is about 5.93%, while the
THD of load current is 25.3%.

Fig. 13 Compensated current and fundamental component using the
improved reference signal generator: (a) Step-increase of load, (b)
Step-decrease of load
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VIIL CONCLUSION

This paper described an improved reference signal
generator based on the adaptive predictive filter for the active
power filter. The introduced reference signal generator has a
modified adaptive predictive filter to eliminate the
weight-drift phenomenon by introducing the leakage factor.
The magnitude loss of the fundamental component due to the
introduction of the leakage factor in the predictive adaptive
filter is compensated with rescaling the output signal of the
adaptive predictive filter.

The performance of the proposed reference signal
generator was verified first through simulations with
MATLAB. The application feasibility was evaluated by
experimenting with a single-phase active power filter
prototype based on the proposed reference generator, which
was implemented using the TMS320C31 DSP. Both
simulations and experimental results confirm that the
proposed reference signal generator can be used successfully
for active power filters.
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Abstract—In this paper a sensorless control strategy for There is no direct access to the AC-side line voltage by sensors
a voltage oriented controlled (VOC) three phase pulsewidth and therefore no direct voltage orientated control (DVOC) is
modulated (PWM) power supply rectifier is presented. This ,sgiple using these converters. An alternative control strategy

control method requires neither the measured AC-line voltages . . . . .
nor any accurate circuit parameters for estimation purposes. is the indirect voltage oriented control (IVOC), which is

Furthermore there is no need for additional test signa|s_ There dil’eCtly related to the indireCt f|e|d Oriented Control. |n driVe
are no additional hardware requirements with respect to the application this control strategy is wide spread and known as

standard drive inverters available in the market which usually are g reliable solution. Nevertheless it requires the estimation of
not equipped with AC-side voltage sensors. This approach makes the grid voltage — if the norm of the voltage vector is not

use of the slow varying AC-line voltage - the sample frequency - . .
of the inverter is at least ten times higher. The principle of the required, at least the angle of the grid voltage is needed.

proposed method is explained, and its effectiveness is proved

experimentally. The influence of the system parameter variations Input
(e. 9. line inductance) and disturbances in supply voltage on the Mains / rectifier
control behavior is investigated. s = °
Q — L8
[. INTRODUCTION | § — ) — Ih S
In the last years voltage controlled pulsewidth modulation i,
(PWM) rectifiers, providing almost unity power factor as well . Uy,
as sinusoidal AC input currents have been widely investigated L R PC
with respect to harder restriction in the European market " Sensorless
for the harmonic current contents. Therefore pulsewidth mo- VOC
dulation converters are applied to applications that require

less harmonic currents and/or energy recovery, e.g. in drive

applications where the amount of regenerating energy demands
to use 4-quadrant-operation The input line current is controlled—, .
by adjusting the AC side voltage of the bridge circuits. Unitr This paper presents a sensorless control strategy for PWM

Fig. 1. 3-phase sensorless PWM input rectifier

power factor can be obtained by aligning the AC-line curren gctifier anq the estimation method of t.he' gird vqltage capable
with the AC-supply voltage 0 r_ea_ch un_lty power factor and m_sens_,ltlwty agalns_t paramet_er
i ' . variations like inductance saturation interconnecting the grid
The conventlonql control technique for PWM ConVert("’r\%ltage and output voltage of the converter. It shows also
measures the AC-Im.e sup_ply voltage and ggnerates a rota avior of the proposed method, when there are disturbances
dg-reference f_rame n which all AC.—quantltles become D of the supply voltage. The control method is applicable to
values [1],[7] in stationary state. This offers the Well—knowrﬂ,WM drive converters without hardware changes whether

advantages of field or voltage oriented control for PWI\ﬂ1 . .
o . t lat th hyst
rectifier and the two-phaség-theory. The underlying PWM m?éulfesltei Osnpsace vector modulation method or hysteresis based

pattern is usually generated by a suboscillation method or
space vector PWM method transforming the voltage reference [I. VOLTAGE ORIENTED CONTROL

values to pulsewidth modulated signals. Each pulse patternspace vector notation of PWM rectifier electrical circuit

is necessarily synchronized with control algorithm, the pulsggspports a clear understanding of the physical quantities an
themselves are not. So it is important to realize that there is R&fmponents and their behavior.

always access to each pulse data especially if the PWM unit
is outside the controller. Therefore sensorless strategy relying
on the exploration of the switching harmonics suffers under

the lack of information about the instantaneous pulses. The
aim was to develop an algorithm which gets rid of the pulse

pattern information in each control cycle which focused the

view to harmonics spectra lower then the switching frequency.

Generally drive converters are equipped with two sensors. Fig. 2. Model of the PWM rectifier system

The AC-side line currents sensors are needed for control and

short circuit protection whereas the DC-link serves for over- The line current vectoi, is controlled by the converter and
and under-voltage protection and output voltage informatiois. directly related to the voltage drop across the inductance

131



\oltage !
orientation  : Mains

::
]L
@

Angle Voltage
calculation | estimation

Current
controller

Voltage '+
controller

PWM |—+——]

Load

Fig. 3. Sensorless Voltage Oriented Control

The inductance is necessary to reduce the high harmoemuivalent except t®0° phase shift. This encouraged to
switching content in the current caused by the switching obnsider the grid as a machine and apply the well-known
the rectifier and to decouple the supply voltage from tharinciple of field orientation. This leads to the same simple and
converter output voltage. The inductance voltage is equal reliable principle as in revolving field machines. The equations
to the difference between the grid voltadg,,.;4 and the for the PWM rectifier system in théq reference frame are:
converter voltage.,,, ... All values are vectors in space vector

notation [3]. Estimated values are marked with a"hat W = 1 dig T i @
The control scheme is visualized in figure 3. Transformation ¢ ®dt dreony s s TR
in rotating dq voltage oriented reference frame is done using _ dig .
. . . - ls + Ugq,conv + ws - ls ©d
an estimated voltage angle. For high frequency analysis the dt

resistive voltage drop can be neglected leading to a simplified ) .

model. Only the inductance restricts the high harmonic cur- Usually the line voltages must be measured for calculation

rents. The later explained sensorless method takes advani@igé'® voltage angle necessary for coordinate transformation.

from this fact due to less required calculations. To reduce costs of the system, there is a possibility to estimate
Using conventional voltage oriented control all quantitie$® line voltage. The estimated voltage is used to calculate

are referred to a synchronous reference frame aligned withvoltage angle. Coordinate transformation from fixed

the supply voltage. Therefore the control scheme is basgap_rdlnates to rotatingq reference frame is done using the

on coordinate transformation between stationar§- and eStimated voltage angle.

synchronousig-reference system.

divided into rectangular components. The compongntle-

termines the reactive power whereigsdetermines the active  Based on the PWM rectifier system model, the grid voltage

power flow. If 7, is controlled to zero the minimum currentestimation is proposed to be a phase tracking method. The cur-

for a g'Ven reactive pOWEf IS el’lSUI’ed and the pOWGr factorrﬁ]tzs paSS|ng |nductancg CaUS|ng a Voltagﬁls Neglectlng

one. resistive voltage drop the voltage, can be calculated as:

q p . ~di,
. Uy, o =1—— 2
i ls ls,a dt ( )
(3 SRR . R Adiﬁ
) : d Ui, =t0r
’:IB‘L..‘ --E. ------ : B - - - .
. P c Ui = Uy while estimated grid voltag&ig,;q is represented by equ-
Iy 7ol ations:
I u @ oo - 0 * 3
¢ ¢ u!]”dva - uls,a + uconv,a ( )
grid,g = 01,8+ Uconu,g

Fig. 4. Coordinate transformation from fixeg3 to rotatingdq reference
frame

If value of the inductance}fS is set correctly, the estima-
As in steady state the stator voltage can normally be camn error will be small during the following sample period
sidered sinusoidal, the voltage and flux orientation becom@gure 5).
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As the currents depend on the voltage difference, any current X
variation results in voltages over the inductance; this voltage Fig- 6. Measured and estimated angle, and error between them
is considered when calculating the next sample period. This
scheme tracks continuously the real voltage vector. A. Grid inductance value mismatch

When the inductance value is estimated lower than theFigure 7 shows the results while there is a parameter
real inductance value, the system will still find and deteggismatch in the inductandg. Using greater grid inductance
the voltage vector, but the dynamic response will decreastecreases the input current ripple (software parameters are
This can be explained by the dynamic transfer function of th#nchanged).
tracking method.

Equation 4 shows, that the dynamic response of the phase 1OA_| \ /.-\
tracking estimation method decreases with increasing factor 0 \ / =N
k, while k is the relation between the real and estimated o o
inductancel /. ) g
T I~
Q. — _tgrid () 0 1 1097 o A AR ¢ 109 Sl i i i
grid Tsk'S + 1 — J / ;6] / /
For the smallest possible factbr= 1 the fastest step response L_’
can be expected. Faster respondes<(1) lead to instability 5ms
of the estimation scheme.
(@) 1s = 3.5mH
IV. EXPERIMENTAL RESULTS 10A \(\
0 NN
| i) N~
The system parameters used in the laboratory set-up are: —
T [~}
TABLE | O—I L L] Pprd
3 Ve P
LABORATORY SETFUP PARAMETERS ~ J ‘V |75—| ’V ’/
7 0]
Nominal line voltage 230Vrms
Nominal line current TArms [
Grid filter inductanced s 3.5mH 5ms
Grid filter resistancers 50mS2 (b) Is = 8.5mH
DC-Link capacitorC' T50uF i o
Nominal DC-Link voltagel pos 750V Fig. 7. Influence of the grid inductance on the sensorless control system
Switching frequencyf 4kH =z . . .
The voltage angle is estimated correctly even while there

are wrong inductance parameters. As discussed before the
) ) . estimated inductance only influences the dynamic behavior and
Figure 6 shows the_: mea_surédand the estimated voltage not the steady state estimation.
angles and an error (in radians) between measured and estima- ) )
ted angle. The shift between the estimation and measurem@ntSUPPly voltage distortions
is caused by the estimated voltage filter and is constant duringrhe next tests show the behavior of the "phase tracking”
operation. control scheme when there are disturbances in the grid voltage.
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The investigations took place concerning the following grid

voltage distortions: NN LAY sA
S

<

7l2
1. Unbalanced grid voltage 0T \

L

L-5A

2. Over-voltage —al2

3. Under-voltage (voltage sags) \Ké X / A \\

1) Unbalanced grid voltageln this test a change in the
amplitude of the grid voltage in one of the phases was made. 5<*
The degree of grid voltage unbalance is defined as: ms

><

(a) Estimated angle is used

€n

u:g, (%) |
nl2 \ 4 5 / #|— S5A
where: NNV NN
IRV VAV N, VAT I VA

« e, is the negative sequence grid voltage vector
« ¢, is the positive sequence grid voltage vector

a
ANV ANAS VAL

Usually in the grid the voltage unbalance should not exceed R
3%. The tests presented in this paper were conducted with 5ms
voltage unbalance of 2% and 6%.

Figure 8 shows the line currents [in stationary reference _
frame @B)] estimatedS and measured grid voItage ang|e Fig. 9. Line currents¢3) and supply voltage vector angle by 6% unbalanced
’ . . ...grid voltage
by the 2% unbalanced grid voltage. There is a low-pass filter
of the estimated supply voltage, which leads to the offset

between measured and estimated angle, but it is constanf € 9rid voltage angle is estimated almost correctly in
during operation. both cases. The difference between estimated and measured

voltage angle is caused by the low-pass filter on the estimated
supply voltage. The oscillations of the voltage angle lead to the

(b) Measured angle is used

I ) slightly higher harmonics in the input current, but the operation
/ 1/ AN\ of "phase tracking” control works fine.
”/ZW \ \/ 8}V7 \ \ oA Note: the estimated angle in figure 8(b) and 9(b) is calcula-
OJ VA \ / \ (- ted parallel to the measured angle. The currents in figure 8 are
—ail2 X f \X /U -5A sampled, that is why there is no switching frequency harmonic
‘ LVE_I} ‘ content seen.
2) Over-voltage: In the laboratory the over-voltage was
! simulated using an auto-transformer. It was possible to achieve
Sms about 10% higher supply voltage than nominal value. The
(a) Estimated angle is used tested voltage amplitude value was se230V/.,,,s. Using equ-
ation 6 the lowest possible DC-Link voltage can be calculated.
)(\\ y/ Q\ 4 (\\ Upc > M'ULL'FUI 6
n/zw\\/ %\/// N\ 5A 3 . (6)
o L OO AT, Upe > 22wy vinx,
7 / V/ / V/ K - m/3
where:
PN a) Uy is the line-line voltage (in the ted32.5V)
Sms b) w,, is the voltage drop on the input filter inductance
(b) Measured angle is used ¢) m is the modulation indexl(by sinusoidal PWM].154

g vol eb balanced by Space Vector Modulation)
Fig. 8. Line currents and su voltage vector angle by 2% unbalance -
grigd voltage ) PRy ’ gleby < The proposed sensorless control of the PWM rectifier was

working correctly and stable under over-voltage condition.
Line currents could be controlled to flow in both directions
Figure 9 shows the same situation, but by 6% unbalancétbm the grid into the rectifier and from the rectifier into the
grid voltage. It is shown, that there are more line currentgid).
higher harmonics when the measured grid voltage angle isFigure 10 presents the line currents and estimated and
used. Using the estimated angle lower harmonic content measured voltage angles. The harmonics content of current
the line currents can be provided. is high during the test. Current ripple can be reduced using
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higher input filter inductance or higher DC-Link voltage. Care

must be taken when increasing the filter inductance. Low AN
inductance will lead to high current ripple. High value will ”IZT \ /
give a low current ripple, but will reduce operation range of the OJ ,/\ /
rectifier. To control the input current the voltage drop over this —ail2 \K L
inductance is used. But maximal value is limited by the DC- L5_|I
Link voltage and modulation strategy. Consequently, a high

current (high power) through the inductance requires either a e
high DC-link voltage or a low inductance (low impedance). Sms

\
X7 I o
s

NS

(a) Estimated and measured angles, line currentgdn

-

5 5AO‘|\ AR,
\\\ V7 sl NI LN Y

7l2 T

0
—nl2 J

S

\/
N
< o

| 5ms
5ms

(b) i ands;, currents
(a) Estimated and measured angles, line currentgdn
Fig. 11. Line currents¢/3) and supply voltage vector angle by 65% under-
voltage

5A AA V. CONCLUSION

0 \ ( lq \ In this paper a "phase tracking” voltage estimation method

| is presented. The experimental tests show the advantages
w of the proposed phase tracking method. The influence of

system parameter variations (grid inductaihcealue) on the

phase tracking method is also tested. The proposed estimation
method showed a good robustness against parameter varia-
tions. It proved to be simple and very cheap. The method
was also tested in cases where there are distortions in the
(b) ia andi, currents supply voltage. The results achieved show, that the sensorless
Fig. 10. Line currentsd3) and supply voltage vector angle by 10% overCONtrolled rectifier reacts in almost the same way to tested
voltage disturbances as standard PWM rectifier with sensors. There are
cases where the sensorless control is superior to the one with
sensors. Using the estimated grid voltage the current can be
sinusoidal with lower harmonic content as by the conventional

control method.

)
5ms
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low ripple due to the high DC-Link voltage (see section IV- International Electrical Machines and Drives Conference IEMDC'03
B.2). Madison/Wi., USA, 1-4 June 2003
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Abstract - This paper discusses the control of the
compensation voltages in dynamic voltage restorers (DVR). On
analyzing the power circuit of a DVR system, control limitations
and control targets are presented for the compensation voltage
control. Based on the preceded power stage analysis, a novel
controller for the compensation voltagesin DVRsis proposed by
feed forward and state feedback control scheme. This paper also
discussesthetimedelay problemsin the control system of DVRs.
Digital control systems normally have control delay from the
sampling period, the switching frequency of an inverter, and the
sensor transmission time. The control delay increases the
dimension of the system transfer function one grade higher,
which makes the control system more unstable. This paper
analyzes the relation among the control delay, closed loop
damping factor, and the output filter parameters of DVR
inverters. Based on the control system analysis, design
guidelines are proposed for the output filter parametersand the
inverter switching frequency of DVRs. The proposed theory is
verified by an experimental DVR system with a full digital
controller.

l. INTRODUCTION

Dynamic Voltage Restorers (DVR) are good candidates
for compensating the voltage quality problemsthat come from
voltage sags and swells. The control system for DV RS can be
classified into two parts as shown in Fig. 1; first, determining
the reference compensation voltages, second, regulating the
output compensation voltages.

On determining the reference compensation voltages,

whole situation of three phase voltages has to be considered.
Typically d-g-o transformation has been widely used in
determining the refernce compensation voltages [1][2]. A
novel control algorithm has been proposed in determining the
reference compensation voltage by use of PQR power theory
[3].
The operation of DVRs is similar to that of active power
filters (APF) inthat both compensators must respond very fast
on the request from abruptly changing reference signals. In
case of current compensation in APFs, filter inductors and
inverters are main components. The current in the filter
inductor is controlled by switching the inverter in APFs.
Three kinds of current control method have been compared in
APFs; hysteresis control, ramp control, and deadbeat control.
Hysteresis control method has best performancesin APFs but
has difficulty in implementing by digital controllers. In case
of digital control applications, ramp control method showed
better performance over the deadbeat control method [4].

SEUNG-KI SUL

School of Electrical Engineering & Computer Science

Seoul National University, Korea
sulsk@plaza.snu.ac.kr

In case of voltage compensation, output LC filters and
inverters are main components. The voltage on the filter
capacitor is controlled by switching the inverter in voltage
compensation, where the output L C filters generate time delay
and overshoot problems on the voltage. A deadbeat control
method was adopted for uninterruptible power supplies (UPS),
which was limited to sinusoidal voltage output [5][6]. To get
fast voltage response, the capacitor current of an output LC
filter has been sensed for a feedback controller in a ramp
control method which also was limited to sinusoidal voltage
output [7]. To control DVR systems, acascade controller with
outer voltage control loop and inner current control loop
scheme has been proposed [8]. However, the cascade
controller has low control dynamics since the control
bandwidth of outer voltage control loop islimited by theinner
current control loop. To overcome this limitation, a modified
control method has been tried to feedback both current and
voltage signal parallel, but its performance was not
satisfactory [9].

Other critical issues on contralling the output compensating
voltage are as follows; first, a microprocessor based digital
control system has always time delay from the sampling and
processing time, second, a Pl regulator is not a proper
measure when the reference is time-varying, and third, the
transfer function of the inverter is quite not linear [10].

This paper analyzes the physical limitation of control
bandwidth on DV R systems by the output L C filter. Based on
the analysis, this paper proposes a novel controller for the
compensation voltages on DV R systems which has maximum
control bandwidth up to the output filter cutoff frequency that
is the physical limitation. The proposed voltage controller
consists of feedforward and state feedback control scheme,
has good steady state and transient response. The proposed
DVR system rides through the load voltages without
oscillation nor overshoot, very fast within 0.5ms when sags or
swells occur suddenly. Control gains for the proposed
controller were determined with consideration of the control
time delay, mainly the sampling time. This paper al so presents
critical switching frequency of DVR inverters which insures
proper operation of DVR systems related with the cutoff
frequency of output LC filters. Proposed controller is
implemented by full digital controller equipped with
TMS320V C33/150MHz processor to verify the theory.

136



DVR
(inverter with LC filter)

Vi

Vinv Vcomp

A

Determine VcomP
Compensation >
Voltage

Regulate
Compensation
Voltage

Fig. 1 Macro scope of aDVR control system.
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. POWER STAGE AND CONTROL TARGET

A. Power Stage Analysis
Fig. 2 showsthe block diagram for apower stage of aDVR
system, where it is assumed that it consists of an inverter and
output L C filters with some resistance in series. From the
block diagram, the open loop transfer function can be
described as (1).
V, 1 w?

== 2 T2 2 (1)
Viw SLiCi +5R;Cy +1  s°+2&; 0 S+ 0F

here, L : filter inductance.

C; : filter capacitance.

R; : equivalent loss element..
1 _ROGe

[L.C, R L

When &, <0.7, the per unit overshoot of a step response
can be calculated as (2).

1

_— (2
28, J1-¢&7

The transfer function for aload current disturbance can be
expressed as (3).

V, R; +sL¢

2 = : ©)
||0ad S Lfo'FSRfo +1

Cl)f=

pu over shoot =

B. Limitation of DVR Control System

A DVR control system should not only regulate the output
compensation voltages according to reference voltages but
also properly reject the disturbances from the load currents.

Ideal design targets for the voltage regulator and the
disturbance rejector may be (4) and (5) respectively.

Ve _y | (4)

Vecap
Vecap

=£=0. (5)
load

To accomplish the design target described by (4) at high
frequency, the inverter output voltages hasto be large enough
to overcome the -40dB/dec attenuation of the output L C filter
when the frequency range is w > ;. For example the
inverter output voltages must be 100 times larger than the
reference voltages when the frequency is @ =10w; , which
needs prohibitively large size of inverter. Therefore,
practically the control bandwidth of the compensation
voltages of DVRs, @, should belimited in @, < w; .

C. Control Target in Analog Control System

When analog control systems are considered and the PWM
inverter in DVRs is substituted by an ideal linear amplifier,
the time delay in control systems between sensing the plant
status and final actuating the plant can be neglected. In this
case, a 2™ order system can be considered for the control
target of DVR systems as (6).

2
Vscap — @ ) (6)
Vagp S +25.0.5+0¢

If the control bandwidth . and the close-loop damping
factor &, can be selected properly, good control performance
can be expected. Ideally, if proper control structure and gains
are explored to select the control bandwidth and the damping
factor as o, =w; and &, =1 respectively, the DVR should
have maximum performance within the physical limitation.

D. Control Target in Digital Control System
Time delay always occurs between the sensing of the plant
status and the final actuating of the plant in discrete control
systems because of the sampling time Teyp, digital signal
processing time, the inverter switching period, the sensing
time of a sensor itself, and etc. The open loop block diagram
for a DVR system with the time delay can be figured out as
Fig. 3.
Thetime delay element in Fig. 3 can be linearized as (7).
1
L[f(t-Ty)] = F(s). 7
[f(t=Ty)l 1r T, (s) ()
The open loop transfer function of a DV R system including
the linearized time delay element can be expressed as (8).

Ve 1 1
Vagp 1+STq s°LCq +SR(Cy +1
1 o? '

1+sTy % +28, 05+ 07

(8)
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Fig. 3 Open loop block diagram for a DVR system included with time delay.
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Fig. 4 Block diagram of proposed novel controller for DVR system included with time delay.
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Fig. 5 Equivalent block diagram of the proposed voltage regulator.
As can see in (8) the transfer function for a DVR system
. CONTROLLLER DESIGN

including a time delay element becomes a 3 order system
that is combined with a 2™ order LC filter transfer function
and a pole by the time delay element. It isimportant to notice
that the physical limitation of voltage control loop on DVR
systemsis w < @ . Inother words, the control bandwidth @,
may not be increased more than the filter resonant frequency
®; by any controller. However, the closed loop damping
factor &, can be increased than the filter damping factor &;

by use of a proper controller.

A block diagram of the proposed control system with afeed
forward and state feedback schemesis proposed asFig. 4 for a
DVR system included with atime delay element.

A. Voltage Regulation
When ,,4=0, the transfer function of the voltage regulator
becomes (9).

Vo L
Vep  (1+5Ty) ©

1
(s°L¢C; + SR, C; +1) —SC Gqs /(1+STy)
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If the time delay of the closed loop transfer function is set to
equal to the time delay of the open loop transfer function,
T. =T, , then the feed forward gain of the inverter current,
Gyiis » Can be determined as (10) to control the closed loop,
and the damping factor can be determined as (11).

Gris = —(aR¢ )L+ sTy) =—aR; —s(aRTy) , (10)
_ara S g 11
éc—(+a)7 :—("'a)éf' (11)

Thus the damping factor can in increased by adjusting factor

ua.

B. Load Current Disturbance Rejection
When Vg, =0, the transfer function against the load
current disturbance becomes (12).

Vep 1
IIoad (1+ STd)
G +Gis — (R +8L¢)(1+5Ty)
(s°L¢C; + SR, C; +1) —SC Ggs /(1+STy)
The feed forward gain of the load current, Gg;, , may be
determined as (13) to completely reject the load current
disturbance.
G = (Ry +sL¢ )(1+5Ty) —Grpis
=L Ty+s[ @+ )R Ty + Ly [+ @+a)R; -
It isvery difficult to implement a2™ order differentiationina
digital control system, but fortunately since L; T, =0, (13)
can be reasonably approximated to (14).

G = s[(1+ a)R; Ty +L; ]+(1+ a)R; .

(12)

(13)

(14)

C. Time Delay in Control System

Fig. 5 shows an equivalent control block diagram of the
proposed voltage regulator when the sensing point is moved
fromtheinverter current to the output voltage. When only the
damping factor is considered in (10) so that G = —aRs ,
then Gy actsasadifferential feed forward compensation for
the output voltage as shown in Fig. 5. Here the equivalent
differential feed forward gain for the output voltage is
SCs - Gyis =—S(aRs C; ). That is, the inverter current feed
forward gain, Gg;s, attenuates the oscillation of the output
voltages. Therefore abrupt change of the output voltages can
be possible without an overshoot.

Besides, when no time delay element exists in the control
system, the differential feed forward gain acts as a pure
damping element against the voltage resonance. However,
when a time delay is included into the control system, the
differential feed forward gain does not always ensure
damping against the voltage resonance. Simulations are used
to investigate the relation between the closed loop damping
factor and the differential feed forward gain with respect to
the time delay.

TABLE | Simulation Condition

Ry 04Q
C 90 uF
L; 400 uH
& 0.095
ax 2m(840Hz)
T¢ 1.2ms

Here, filter resonance period T =1/ e=21/ .
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Fig. 6 VVoltage response of an analog controlled DV R without time
delay when £=1.0.

Simulation condition is shown in Table |. The filter
resonance frequency is around ox= 2nX840Hz, that is, the
filter resonance period is about T;=1.2ms. The filter damping
factor is around 0.095. Applying (11), the inverter feed
forward gain should be Gg=-3.82Q to get the closed loop
damping factor as 1.0.

Fig. 6 shows the voltage response of an analog controlled
DVR without time delay. Here the DVR inverter is assumed
an idea linear amplifier that has no time delay. The closed
loop damping factor isset to 1.0. In the figure, the waveforms
on the upper window display the reference compensation
voltage (solid line) and the output compensation voltage
(dashed line), and those on the lower window show the
inverter control voltage (solid line) and the output
compensation voltage (dashed line). At time t=0.033s, the
reference compensation voltage is commanded suddenly.
This kind of situation normally occurs in DVR systems.
Although the steady state reference compensation voltage is
60Hz fundamental frequency and sinusoidal waveform, the
voltage response can be regarded as a step response for avery
short timeinterval.

AsshowninFig. 6, theinverter control voltage appearsto be
the same as the reference compensation voltage at first.
However, the inverter control voltage drastically decreases
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Fig. 7 Voltage response of a discrete controlled DVR with the
sampling time of T, =T¢ /12 when £=1.0.
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Fig. 8 Voltage response of a discrete controlled DV R with the
sampling time of Temp =T /6 when £=1.0.

according to the increase of the output compensation voltage
in order to damp out the resonance of the output
compensation voltage. This aspect occurs from the effect of
the differential feed forward gain Gg;s . If the closed loop
damping factor is set to smaller than 1.0, then this damping
effect also decreases, resulting in an oscillation of the output
compensation voltage. It is worth to mention that the
maximum damping effect by the differential feed forward
gain occurs around T; /6 after the abrupt change of the
reference compensation voltage regardless of the magnitude
of the closed loop damping factor. Astime passes, the inveter
control voltage and the output compensation voltage
smoothly converge to the reference compensation voltage.
The damping effect hasto activate as possible as early stage
according to the abrupt change of the reference compensation
voltage. However, the activation of damping effect is aways
delayed by theinherent time delay in discrete control systems.
For example, Fig. 7 and Fig. 8 show the voltage responses of

the DVR system with the closed loop damping factor of 1.0 as
like in Fig. 6, but different time delays are considered in a
discrete control system.

Incase of Fig. 7 asampling time of Tem, =T; /12=100pswas
considered in the discrete control system to simulate the time
delay effect. The first inverter control voltage appears T /12
after the abrupt change of the reference compensation voltage.
Then the output compensation voltage startsto increase T¢ /12
after the abrupt change of the reference compensation voltage.
Besides, the differential feed forward controller spends one
sampling time of T; /12 from sensing the output compensation
voltage to actuating the inverter voltage. This means that the
output compensation voltage freely increases with the
damping factor of 0.095 that isinherent damping factor of the
output LC filter, during initial time interval of T; /12.
Moreover precise damping is not possible since the
differential feed forward controller continuously delays by
amount of T; /12.

In case of Fig. 8 asampling time of Tgm, =T¢ /6=200us was
considered in the discrete control system. Thus the output
compensation voltage increases quite large amount during the
initial time interval of T; /6. In this case the delayed
differential feed forward controller excites the oscillation of
the output compensation voltage instead of damping it.

These simulation results show that in DVR systems there
must be certain limitations on the closed loop damping factor
when a sampling time exists in discrete control systems.
Based on experience through simulations and experiments, a
guideline to determine the closed loop damping factor in

DVR systemswith respect to the samplingtime, T_,__ , andthe
output LC filter resonance period, T, , given by (15).
12T
E<2 " (15)

D. Time Delay in Inverter

Inverter PWM switching may pose an additional time delay
element in DVR systems. If the PWM switching frequency is
high enough compared to the sampling time in discrete
control systems, the voltage response by use of an ideal linear
amplifier or aPWM inverter may make no differencein DVR
systems except some switching frequency ripples at the output
voltage. However, the switching frequency can not be
increased infinitely because of the limitation of switching
devices. This section discusses on the minimum inverter
switching frequency, which is critical to guarantee the
performance of DVR systems similar to the case of ideal
linear amplifiers.

An inverter PWM switching may be an additional time
delay element in DVR systems. The average delay time of a
PWM inverter ishalf of the switching period. AsshowninFig.
6, the differential feed forward controller must output full
damping effect within T; /6 when a time delay is not
considered. When only a sampling time Tem, €xcept an
inverter switching delay is considered in a discrete control
system, the output of the maximum damping effect should be
within T;/6+T gmp. Thismeansthat the inverter hasto generate
the second actuating pulse within T; /6+T gy, after the first
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Fig. 9 Voltage response of adigital controlled DVR system with
sampling time Tem, =T /12 when fsw=10kHz, £=0.5.
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Fig. 10 Voltage response of adigital controlled DV R system with
sampling time Tegmp =Tr /12 when fsw=5kHz, £=0.5.

pulse to the output LC filter was generated. However, since
the average time delay of the PWM switching is 0.5 times of
the switching period, the inverter switching period must be
shorter than (T /6+T wmp)/1.5. Therefore, the design guideline
for the minimum switching frequency of the PWM inverter
for asampling time T, Of the discrete control system can be
determined by (16).
S 15

T, 16+ T

For example, when atarget damping factor is set to £:=0.5,
the sampling time should be T, <T; /12 as determined by
(15). Then the switching frequency of the PWM inverter has
to be higher than 6/T¢ Hz. That is, the switching frequency of
the PWM inverter in the simulation condition hasto be larger
than 5 kHz.

Fig. 9 and Fig. 10 show the simulation results of the
proposed DVR control system with the closed loop damping
factor £:=0.5 and the sampling time Tgm;=100us when the
switching frequency was set to 10 kHz and 5 kHz respectively.

(16)

Power Saurce Load

i
P 3l
£32

SW5250A/ 000000}
ELGAR o o)

1 I IJ
+ i+ +
//a / b /

Va | Vea | I
Voo | Voo | Iy
Ve | Voo | f1e

Matching
Transformer

6deglnverter

Y

Host Computer

Fig. 11 Experimental DV R system with DSP control board.

Fig. 9 shows very stable and good dynamics of the output
compensation voltage since the switching frequency was set
to two times higher than the minimum switching frequency.
The output compensation voltage is settled around 500us.
Although the ripples and the settling time are dightly
increased, the output compensation voltage is stable and has
good control dynamics even when the switching frequency
was egual to the critical switching frequency in Fig. 10.

V. EXPERIMENTAL RESULT

A. Experimental Setup

Experiments have been performed to verify the proposed
control algorithm on a DVR system. Fig. 11 shows the
experimental DVR system. The rated line voltage of the grid
is 220Vrms/ 60Hz. 50% symmetrical voltage sags were
generated by the power source, SW5250A/ELGAR. The fault
was generated over 50 ms.

The experimental condition is on Table II. The DVR
consists of a 6-leg inverter, three output LC filters, and three
single-phase matching transformers. The 6-leg inverter has 12
IGBT switches and a dc power supply in the dc link. The
switching frequency of the IGBT switchesis 10 kHz.

TABLE Il Experimental Condition

Temp 100 psec
faw 10 kHz
Ry oad 40 Q
R 04Q
G 80 uF
L 400 uH
o 2m(890HZz)
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B. Experimental Result

Fig. 12 and Fig. 13 show the experimental waveforms of
the proposed DV R control system. The DV R compensates for
the 50% voltage sags over 50ms. Since the control for the
output compensation voltage is independent in each phase,
only the aphase voltage waveform was shown for
convenience. The waveforms of the upper window of Fig. 12
show the reference compensation voltage v;ap and the actual
output compensation voltage Vecap in relatively long time
interval. The waveforms of the lower window of Fig. 12 show
the zooming for the reference compensation voltage and the
actual output compensation voltage at the instant of the abrupt
change of the reference compensation voltage. No overshoot
is observed in the output compensation voltage. The output
compensation voltage decently converges to the reference
compensation voltage within around 500us.

Thetotal time delay mainly comes from the sampling time
of the digital controller, half of the inverter switching period,
and the delay through the output L C filters. When the closed
loop damping factor is set to unity, the output LC filter actsas
two cascaded time delay components so that the transfer
function of the voltage regulator becomes (17).

Vecap 1 1 1

Viw  (+ STamy) (Lt slay) (@Ltslay)

Adding half of theinverter switching period to (17), thetotal
time delay of the output compensation voltage Vecap from the
reference compensation voltage v;cap can be calculated
approximately as (18).

(17)

=~ 50us+100us+358us .
=508us

(18)

Fig. 13 shows experimental waveforms for the source
voltage Vg (upper) and the load voltage Vo (IOwer) of a
digital controlled DVR system. Although 50% of voltage sag
occurs in the source voltage, the DVR successfully rides
through the load voltage with only small notch that has 0.5 ms
of width.

V. CONCLUSION

This paper has proposed a novel control method for the
compensation voltages in DVR systems. Through the
discussion of the control targets for DVRs based on the
analysis for the power stage of DVR systems, this paper
proposed anovel controller structure for DVR systems by use
of feed forward and state feedback control scheme. The
control bandwidth of the proposed controller can beincreased
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Fig. 12 Experimental voltage response of output compensation

voltage Vecap to reference compensation voltage Vecap of

a digital controlled DVR system with sampling time
Temp=Ts /12 when fsw=10kHz, £&=0.5.
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Fig. 13 Experimenta waveforms for the source voltage Vg
(upper) and the load voltage Voo (lower) of a digital
controlled DVR system with sampling time Tgy,,=T; /12
when fsw=10kHz, £=0.5.

up to the filter resonance frequency, which is the physical
limit of DVR systems. This paper presented some important
design guidelines for the proposed DVR controller, with
respect to the control delay and the filter resonance frequency.
This paper also analyzed total time delay that is mainly
resulted from the sampling time of the digital controller, the
inverter switching, and the output L C filter.

The proposed theory has been verified by an experimental
DVR system that shows very good performance as predicted
by the analysis and simulations. Further study is going on to
decrease the time delay of the control systemin DVRs.
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Abstract — Multi level voltage source converters are getting
increased importance for applications in the high voltage
range, for example network interties. This paper is focused on
main aspects of industrial realization, scaling problems with
increasing voltage level, modular construction and failure
effects. The main converter topologies: diode-clamped,
capacitor-clamped, cascade H-bridge and the new MZLC-type
are analyzed and compared.

A new universal plant, enabling back to back operation of
various M?LC-converter systems up to 2MW real power flow
is presented.

L INTRODUCTION

The global trend to decentralized power generation and
the deregulation of energy markets are increasing the
importance of advanced power electronic systems. Several
types of multilevel converters have been investigated for
these new applications [1] .... [6].

High voltage/high power capability and low voltage
distortion on the line side are basic requirements for this
application field. In addition - regarding the industrial
implementation of these converter system - a lot of other
important aspects have to be taken into account:

A first goal is a strictly modular construction, in order to
enable scaling to different power and voltage levels, using
the same hardware. A second point is high availability,
which calls for redundant operation capability after
component failures. Failure management is a third point of
very high importance. This includes avoidance of
mechanical destruction due to high surge currents or arcing.

Known multilevel converter types and the new modular
M?LC-type [7], [8] are investigated with respect to these
requirements of industrial applications. Additionally, a
universal prototype converter system for testing the new
MZLC-types up to 9-level configurations is described.

IL MULTILEVEL CONVERTER FOR HIGH VOLTAGE
APPLICATIONS

Four main topologies are known for multilevel converters:
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- Diode-clamped type (NPC and up with DC-link
capacitors [1], [2], [9] ) (Fig. 1).

- Capacitor-clamped type (with flying capacitors and
DC-link capacitors [3], [4]) (Fig. 2).

- Cascade H-Bridge type (with separate DC-sources,
without common DC-link [5], [6]) (Fig. 3).

- Modular M’LC type (without separate DC-sources,
with common DC-link, but without DC-link-
capacitors). This new type enables direct and fast
control of the DC-link voltage via the switching
states of the submodules [7], [8] (Fig. 4).
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In this paper the focus will be on the main topics, which
are important for industrial realization. Important points,
concerning industrial implementation, are:
and mechanical

- Maximum current

destruction

surge

- Stray inductance versus isolation requirements
- Modular construction and scaling effects

- Interface problems concerning isolation and EMC

A.  Maximum surge current and mechanical destruction

The diode-clamped type (Fig.1) and the capacitor-
clamped type (Fig.2) incorporate a central DC-link-busbar
with directly connected DC-link-capacitors of high capacity.
For the diode-clamped type these capacitors have to be split
up into a series connection in order to form the voltage taps.

As well known, semiconductors failures and gating
failures can lead to a “hard discharge” of DC-link-
capacitors. In the high voltage range (V4 =2kV ... >20kV)
the resulting surge current (is) is not any more limited by
ohmic resistances. On the contrary, with increasing V4, the
peak current (I) approaches almost exactly the value
without ohmic damping

~ C
L=V M

where (Cy) represents the total DC-capacitance installed
at the DC-link and (L) represents the total stray inductance
of the short circuit loop including the DC-capacitors. Peak
currents in the order of 200...300 kA and more lead to
magnetic forces, which cause destruction of busbars and
terminals. Long term experience from many industrial
applications has proven that these values are very
demanding for any mechanical construction. If the surge
current leads to severe mechanical deformations or open
circuit and/or arcing, the damage to the converter system
and equipment in the neighborhood will be completely
unacceptable. It can be shown from various long term
experiences and theory that gate voltage monitoring and
“short circuit proof” IGBTs cannot exclude the possibility
of these catastrophic failures.

Both the diode-clamped type and the capacitor-clamped
type suffer from this severe safety problem, when applied in
the high voltage/high power range.

The use of IGCT-devices is slightly better with respect to
this problem, because the generally applied chokes of the
turn on snubber will increase the inductance (L).

B.  Stray inductance versus isolation requirements

The requirements for low stray inductance and reliable
isolation are in severe contradiction when increasing the
voltage level. As it is well known, the acceptable stray
inductance is proportional to the switching overvoltage of
the semiconductors and inversely proportional to their
switching speed (di/dt).

The mechanical construction and physical layout of the
multilevel converter has to assure a low magnetic field
energy stored in the critical switching loops (“commutation
loops”). Examples of “long” commutation loops are
indicated in Fig. 1 and Fig. 2 by red dotted lines.

For a given current (ic) that has to be switched this
imposes the need to minimize the stray inductance (Lg) of
the commutation loop. Since more than a decade in industry,
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a flat “multilayer” busbar design with minimum isolation
layer thickness, represents the standard construction for low
stray inductance commutation loops. Using these
constructions, the required number of terminals (for
connecting the power devices) and the required air distances
at the terminals will create most of the loop inductance. As a
rule of thumb, each high voltage semiconductor with its
terminals (IGBT or diode) will add at least 30nH and each
power capacitors will add at least 50nH to the loop
inductance. When increasing the number of voltage levels,
the loop inductance will reach excessive values. Polarized
snubbers will become necessary, adding to circuit
complexity, power losses and cost.

C. Modular construction and scaling effects

Taking into account industrial production of the converter
and service requirements, a strictly modular construction of
the power circuit is an important advantage. Strictly spoken,
this means that the power circuit should be solely composed
from an arbitrary number of identical submodules and no
additional central components.

The scaling to different voltage levels and power levels
should be done by varying the number of submodules, only.
Therefore, the same hardware with the same mechanical
construction will be used for a wide range of applications.

Referring to the previous chapters A and B, further
investigations have shown that the diode clamped-type and
the capacitor clamped-type cannot meet these requirements.
The mechanical construction has to be specially designed
for a predefined number of voltage levels. In the best case, it
could be downscaled to a reduced number of voltage levels,
by replacing semiconductors and capacitors by short circuit
parts or isolating parts.

In addition to these mechanical aspects, unwanted scaling
effects of the electrical characteristics have to be taken into
account: The stray inductance (Ls, see Fig.1 and 2) of the
commutation loop increases with increasing number of
voltage levels. The same applies to the surge current
problem. The first point will force a derating of the nominal
voltage and/or current per semiconductor. The second point
will force an “improved” mechanical construction or an
additional voltage derating.

On the other side, the topologies of Fig.3 and 4 present
conditions, which enable significantly better solutions
regarding modularity and scaling.

When implementing very high voltage converters
(Vg&~10kV), even the parasitic stray capacitances to earth
can lead to unwanted scaling effects, because the dynamic
voltage distribution of series connected devices may be
influenced. Here, the topologies according to Fig.3 and 4
present the advantage that the local DC-capacitors are
several orders of magnitude bigger than the parasitic
capacitances to earth. Therefore, the voltage (V¢) will
define the semiconductor voltages very well, even under
transient conditions.

D. Interface problems concerning isolation and EMC

When increasing the number of voltage levels, all
interfaces between the power circuit and the control side
have to cope with the increased isolation- and EMC-
requirements. Major EMC-problems are created by isolation
transformers and their parasitic coupling capacitances (Cy).
These transformers are generally used in order to supply
gate drivers and transducers and will have (Cy) in the order
of several tens of picofarads, if small in size and well
designed.

When separate, isolated DC-Sources in the power circuit
are needed for real power flow (Fig.3), these large
transformers with high coupling capacitance (of several tens
of nanofarads) must be taken into account. This leads to
very high EMC-disturbing current peaks under dv/dt in the
power circuit.

Regarding the M”LC-type pilot plant, it was decided not
to deteriorate the excellent characteristics of this concept.
Therefore, each gate driver power supply is fed from the
local DC-capacitor of each submodule. The gate driver- and
transducer-signals are transmitted via optical fibre cable.
Due to a special digital encoding with error correction, four
gate signals, two transducer and fault signals can be
transmitted per submodule via a common duplex fibre cable
[10]. Therefore, no additional interfaces of the submodules
are necessary - despite the two conventional cables at the
AC-side.

I1I. SIMULATION RESULTS

For demonstrating the good performance of the M*LC-
topology, a 3-phase pulse-controlled inverter was simulated.
For this purpose the simulation software SIMPLORER
linked to MATLAB/SIMULINK was used. In the model, 3
inverter legs with 4 identical submodules per arm (Fig.4) are
connected to a common DC-busbar. The capacitance (Cy)
installed in each submodule has been calculated according
to the equations in paper [7]. There is no additional central
capacitive energy storage connected to the DC-busbar.

In practice difficulties occur when a common network
intertie has to start without power from the utility from the
de-energized condition to operation condition (“black
start”). The new power converter topology enables a simple
and safe black start. In the following, a possible process of
charge per inverter arm is described.

VIKV]

so ||

20

1.0 % ........ A ‘//%/_|

20 40 6.0 8.0 10.0 12.0 15.0
t[ms]

Fig. 5 Process of charge per inverter arm
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In order to accomplish this procedure, only one auxiliary
voltage source with a relatively low output voltage
(VLoaa ® V() is necessary. The output terminals of the supply
are connected to the DC-busbar of the M’LC. Per inverter
leg a number of (2n-1) IGBTs T, (see Fig. 4) are turned on.
The remaining IGBT T, and all remaining IGBTs T, in the
inverter leg are kept off. When one capacitor per phase leg
has reached the operation voltage, the next ones are selected
by appropriate gating. In that way all capacitors in the arms
are charged to the operation voltage (Fig. 5). Finally, the
voltage source has to be disconnected by series diodes or
mechanical switching.

For the purpose of inverter control, diverse approaches
for sinusoidal pulse width modulation have been published
[11], [12]. A suitable control scheme is described in former
paper [8], for example. The desired voltage and current
values per phase, the common-mode voltage as well as the
DC-voltage are synthesized by controlling the voltages in
each arm.
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Fig. 6a illustrates both the controlled voltage on the DC-
busbar and the line-to-line voltages. It can be seen that the
voltages are synthesized on line without consideration of a
predefined pulse pattern. The multilevel sinusoidal pulse
width modulation is carried out with a pulse frequency of

1 kHz. The resulting switching rate of the power devices
(IGBT) is about 300 Hz. In order to reduce the switching
losses, the voltage balancing of the capacitors is applied
solely when the control state is changing[8]. The setpoint
values and the correspondent simulation results of the phase
currents are illustrated in Fig. 6b. Neither the obtained
current curves nor the voltage curves are remarkably
influenced by the ripple content of the capacitor voltages in
each arm (Fig. 6¢).
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Fig. 6¢c Submodule voltages in an arm
(Pa=2MW; Cy = 5.7 mF; V4= 3400V; cosp = 0.85)

1V. PROTOTYPE CONVERTER

To enable experimental tests and investigations under
realistic conditions, using different control schemes, a
prototype converter system was built in our laboratories.
The converters are designed for real power transmission up
to 2 megawatts per converter. Each converter cubicle
contains 16 submodules, whereby one arm consists of a
maximum of 8 identical submodules. Two converter
systems can operate in back to back mode. By this means
the real power flow is transmitted in circle, whereby the
power supply has to compensate the power losses, only.

This pilot plant is designed for universal use in various
configurations. It offers the possibility to realize two 9-level
network interties, each composed of a DC-busbar with both
3-phase or 1-phase converters and inverters, respectively.
Additionally, in this way asynchronous systems can be
connected in back to back mode. Even AC/AC — direct
converters can be realized and operated in back to back
mode after reconfiguration of the pilot plant [10].

Two submodules are mounted per heat sink (Fig. 7). The
construction of the submodules enables a variation of the
capacity (Cy) per submodule in four equal steps. For this
purpose Power-Chip-Capacitors (PCC) are used. The
submodules are equipped with 1200V IGBTs. Via a
common fibre-optical interface each submodule receives the
correspondent switching commands and sends its capacitor
voltage and error signal back to the central control unit. The
power supply for the drive circuits and the data transfer are
fed from the local capacitors. This autonomous supply is
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able to operate in a wide voltage range (V¢ =100 ... 850V).
In consequence, the interface of a twin-submodule is
composed solely of two conventional cables and one duplex
fibre-optic cable. No additional connections or interfaces are
necessary. Fig. 8 shows a completely 3-phase-M’LC, as
described in the former chapter.

Fig. 8 Complete 3-phase-MLC (5-level)

V. CONCLUSION

With regard to the construction and safety requirements
the known multilevel converter topologies were investigated
and compared. The complexity in design of the diode-
clamped, as well as the capacitor-clamped types, increases
considerably with the number of voltage-levels. In addition
to this aspect, the central capacitive energy storage means a
high potential hazard in a fault scenario. The H-bridge type
is without the mentioned drawbacks, but for real power
transmission it needs a high number of separate DC-
supplies. As shown, the proposed M*LC-topology is easily
scalable to the desired high number of voltage steps. The
modular construction simplifies failure management,
maintenance and a consistent redundancy concept.

The presented universal pilot plant system will enable
further extensive tests and investigation.
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Abstract— The fuel cell system is one of very useful energy
sources. The system has advantages as renewable and
environmental sources. To obtain AC components from fuel
cells it needs inverters. A multilevel converter is used as an
inverter for a high power fuel cell system. Through harmonic
analysis, it was shown that the harmonic componentsand THD
increase while fundamental component decr eases as voltage sag
increases. To solve the voltage sag problems, three different
approachesareinvestigated in this paper; installation of a boost
converter at thefuel cell output, control of pulse widths, and use
of ultracapacitors. The proposed three approaches are analyzed
and compared using simulation results.

L. INTRODUCTION

Fuel cell generation systems are expected to see increasing
practical applications due to several advantages offered by
them over conventional generation systems. These
advantages include 1) low environmental pollution; 2) highly
efficient power generation; 3) diversity of fuels (natural gas,
LPG, methanol and naphtha); 4) reusability of exhaust heat;
5) modularity and 6) faster installation [1]. For the fuel cell
generation systems to make an impact on future energy
supply, they need to be utility interactive at medium to large
power ratings in multi megawatt range [2]. The acceptance of
large-scale fuel cell generation systems by power utilities is
greatly influenced by the availability of high performance
power conditioning system (PCS) in terms of efficiency,
safety, reliability and cost [3]. Although fuel cell generation
systems are to date not fully commercialized due to cost
factor, progress towards this goal has been rather significant
in recent years. In general, the function of a PCS in a fuel cell
generation system is to convert the DC output power from the
fuel cell to regulated AC power.

The multilevel inverter topology that seems to be gaining
interest lately for high power application, is identified as an
alternative for a fuel cell PCS [4]. The main feature of a
multilevel inverter is its ability to reduce the voltage stress on
each power device due to the utilization of multiple levels on
the DC bus. This is especially important when a high DC side
voltage is imposed by application. There are several types of
multilevel inverters but the one considered in this paper is the
H-bridge multilevel inverter. An important requirement of
the multilevel inverter in applications involving real power
transfer is DC sources that are isolated from one another thus
revealing its suitability in fuel cell PCS applications due to
the originally isolated DC voltages that are available from the

fuel cell output. By considering this inverter topology, higher
AC output voltage can be reached by employing either a
small number of high-power fuel cell modules or a larger
number of low-power fuel cell modules. In addition, other
required fuel cell PCS inverter characteristics can also be
fulfilled in terms of controllability of output voltage which
depends on the proposed modulation strategy, availability for
isolated operation, low output harmonics and high efficiency.

To solve the voltage sag problems, three approaches are
introduced in this paper; installation of a boost converter at
the fuel cell output, control of pulse widths, and use of
ultracapacitors. The proposed three approaches are analyzed
and compared using simulation results. The harmonic
analysis results are described with different levels of
inverters and voltage sag problems.

II. CASCADED H-BRIDGE MULTILEVEL
INVERTER

Multilevel inverter structures have been developed to
overcome shortcomings of solid-state switching device
ratings so that they can be applied to high-voltage electrical
systems. The multilevel voltage source inverters’ unique
structure allows them to reach high voltage with low
harmonics without the use of transformers. This makes
unique power electronics topologies suitable for flexible ac
transmission systems and custom power applications [5], [6].

In multilevel inverters, there are two types; cascade and
neutral point clamped (NPC). The H-bridge inverter is often
used since it has advantages in switching control and
non-requirement of additional diodes.

Fig. 2 shows the output voltage waveforms and switching
patterns of the 7-level cascade inverter. Fig. 2(a) shows
output waveforms of a stepped voltage and a fundamental
component. Fig. 2(b) and fig. 2(c) show output voltages of
converters. The number of output phase voltage levels min a
cascade inverter is defined by m=2s+1, where s is the number
of inverters. Each separated dc source is connected to a
single-phase full-bridge, or H-bridge, inverter.

Each inverter can generate three different voltage outputs,
+Vy., 0, and —V. by connecting the dc source to the ac output
with different combinations of the four switches, S;, S, Sz, and
S,. To obtain +Vy, switches S; and S, are turned on. Turning
on switches S, and S; yields —V.. By turning on S; and S, or
S; and S, or turning off all switches, the output voltage is zero
[4]. As shown in fig. 2, the ac output of each of the different
full-bridge inverter levels is connected in series such that the
synthesized voltage waveform is the sum of the inverter
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output. The output voltage is V,, =V, +V, +V;.

The reason to have different switching patterns is for a
power balance. When an H-bridge inverter cascades with two
or more ones, if switching pattern has same duty cycle during
a period at a specific switch, the power of fuel cells becomes
unbalanced. Thus the switching patterns need to be designed
for the power balance.

The factors that affect THD and harmonics of the output
are the number of inverters in the implemented system and
the duty cycle of the switching pulses.

Vout V3 First T Vde
1 fuel cell
V2 Second__ Vdc
t fuel cell
Vi1 e
Thira | Vd©
T fuel cell

Fig. 1. A single-phase structure with a 7-level cascaded H-bridge inverter

II1. HARMONIC ANALYSIS WITH DIFFERENT
LEVELS OF MULTILEVEL INVERTERS AND A
VOLTAGE SAG

The investigated fuel cell system has three independent
fuel cells; each has 48V output and connected with multilevel
cascade inverters. The system produces single phase output
as shown in fig. 1. The final output has a 144V. Harmonic
analysis is made when the level of cascade inverters varies
and voltage sag of the fuel cell output is considered. The
PSIM is used as a tool for simulation and analysis.
Harmonics are analyzed when the levels of inverters varies
from 3 to 9.

As shown in fig. 3, THD decreases when the number of
levels increases.

Iv. ANALYSIS WITH VOLTAGE SAGS

For the 7 level (3 H-Bridge inverters) system, harmonics
analysis is made when the voltage sag of the fuel cell systems
is assumed to vary from 0 to 40%. If the voltage sag exceeds
40% in fuel cells, it might cause damages in fuel cell systems.
Thus it needs to keep the voltage sag not to exceed over 40%
in fuel cell systems.

A. Voltagesag infirst fuel cell
It is assumed that the first fuel cell has the voltage sag. Fig.
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Fig.2. Waveforms and switching patterns of the 7-level cascade inverter.
(a) Final output (b) First converter output

(c) Second converter output (d) Third converter output

4. shows that THD increases as voltage sag increases.
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Fig. 3. THD with respect to the number of levels
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B. Voltage sagin second fuel cell l

Next, it is assumed that the second fuel cell has voltage sag. S aitilord
Fig. 5 shows that THD curve is U-shape as voltage sag Fudl cdl [ Boost converter = g [ L0
increases.
However it can be seen that the THD with the second fuel
cell voltage sag is lower than that with the first fuel cell G;\z’\a/ltor
voltage sag.
Pl Error
Controller [*]  amplifier <— Reference
15.5 Fig. 6. Block diagram of the proposed fuel cell system
15 k with installation of a boost converter
S g
g 135 | +_r\r\r\r\ >t —
= 13 +
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Fig. 7. A conventional boost converter

Fig. 4. THD with first fuel cell voltage sag
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Fig. 5. THD with second fuel cell voltage sag

V. COMPENSATIONS OF VOLTAGE SAG

There are various approaches of the compensation for the
voltage sag. Three different approaches are investigated in
this paper: installation of a boost converter at the fuel cell
output, control of pulse widths, and use of ultracapacitors.
The proposed three approaches are analyzed and compared

using simulation results. ®

A. Installation of a boost converter

Through harmonic analysis, it was shown that the [ o - cantpat voliage of ihe
harmonic components and THD increase while fundamental : —p—
component decreases as voltage sag increases. To
compensate the problems, a boost converter is installed at the
fuel cell output. Instead of installing boost converters at all
fuel cell output, only one boost converter is installed at one of suipul velizzr ol dhe (e

R . el ol sty v elagr vag
the fuel cell output. A PI controller is designed to control
boost converters. Fig. 6 shows the block diagram of the
proposed fuel cell system. The system includes a boost

converter, which is controlled by a PI controller to (©
compensate the VOltage sag. Fig. 8. (a) Non-compensated output voltage waveforms with voltage sag
Fig. 7 shows a boost converter. It is the conventional boost from 48V to 28.8V (40%)

converter circuit.
Fig. 8 shows output waveforms when the first fuel cell has ~ (b) Compensated output voltage  (¢) Output voltage of the boost converter

151



40% voltage sag(from 48V to 28.8V) at t=0.15s. Fig. 8(a)
shows that the fundamental component of the voltage
decreases and THD increases. Fig. 8(b) shows that the
fundamental component of the output voltage is compensated
by installing a boost converter at the first fuel cell output. Fig.
8(c) shows that the boost converter output is that boosted to
compensate the voltage sag using PI controllers.

| |

Multilevel
Fuel cell — Boost converter nverter [ Load
PWM
Generator
L ook-up Calculate
6.6,.6, table voltage sa

Fig. 9. Block diagram of the second proposed fuel cell system
with control of pulse widths

B. Control of pulse widths

The proposed second approach for the compensation of
voltage sag is to control pulse widths. Each H-bridge
converter generates a step voltage by controlled duty width.
If the voltage sag occurs at the first fuel cell in system, the
system recalculates pulse widths at each converter. Rules of
pulse width calculation at each converter are described as
follows. 1) keep the fundamental voltage within the margin.
2) the output voltage has the minimum THD. Calculation of
pulse widths is not simple. And it takes some time. Thus, it is
better obtained data that are pre-calculated pulse widths with
variation of the voltage sag. Fig. 9 shows the block diagram
of the second proposed fuel cell system with control of pulse
widths. If the voltage sag occurs, then sag information refers
‘look-up table’ which has values of pre-calculated pulse
widths with respect to voltage sag. PWM generator produces
new pulse patterns using ‘look-up table’. Thus, although the
system has the voltage sag, output voltage maintains the same
fundamental voltage and has the minimum THD by control of
pulse widths.

Fig. 10 shows output waveforms with the control of pulse
widths when the first cell has the voltage sag. Fig. 10(a)
shows output voltage of the first fuel cell. The time is divided
into three intervals with respect to voltage sags. Voltage sag
is 0% from Os to 0.1s. From 0.1s to 0.2s, voltage sag is 40%,
which is maximum voltage sag. After 0.2s, voltage sag is
20%. Fig. 10(b) shows a non-compensated output voltage of
the system with voltage sags. The fundamental voltage
decreases and THD increases with the voltage sag. Fig. 10(c)
shows compensated output voltage by controlled pulse
widths. When fuel cell experience the voltage sag, control of
the pulse widths maintain the fundamental voltage and
minimum THD.

Table 1 shows the difference between a non- compensated
output voltage and compensated one. The fundamental
voltage is set to be 138V (M.I. =0.9) with a margin. And

6, 0,, 0, are calculated by rules in which the fundamental

voltage maintains within the margin and an output voltage has
the minimum THD. In case of a non-compensation, the
fundamental voltage of output decreases as the voltage sag
increases.
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Fig. 10. (a) Output voltage of the first fuel cell according of the voltage sag
(b) Non-compensated output voltage waveforms

(c) Compensated output voltage waveforms

TABLE 1. THE DIFFERENCE BETWEEN NON-COMPENSATED OUTPUT VOLTAGE

AND COMPENSATED ONE
NON-COMPENSATED OUTPUT VOLTAGE
VOLTAGE(SAG) 6 6, o, '
48V(0%) 10.8° | 33.3° | 63.9° | 138.001V
28.8V(40%) 10.8° | 33.3° | 63.9° | 120.606V
38.4V(20%) 10.8° | 33.3° | 63.9° 129.303V
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COMPENSATED OUTPUT VOLTAGE

VOLTAGE(SAG) 6 o, o, v,
48V(0%) 10.8° | 333° | 63.9° 138.001V
28.8V(40%) 9.9° | 28.8° | 48.6° 138.005V
38.4V(20%) 9.9° | 324° | 57.6° 138.011V

However, in case of compensation, the fundamental voltage
maintains within the margin.

C. Useof the ultracapacitors

D
S1 S2 r=1-"1
4 AKF RS |
Vout——— ! | T
V3 [ o3 2 I 3t Fist T VOO
f 4 4 :C :fuelcell
L[]
r

ultracapacitors

Fig. 11. One part of a 7-level cascaded H-bridge inverter with equivalent
circuit of ultracapacitors

The proposed third approach for compensation voltage sag
is to use ultracapacitors. If the voltage sag occurs at the first
fuel cell in system, the voltage sag is compensated by the
ultracapacitors.

Ultracapacitors are electrical energy storage devices,
which offer high power density, extremely high cycling
capability and mechanical robustness. Thus they are very
useful storage device [7].

In fig. 11, ultracapacitors is modeled by the first-order
circuit model. An ultracapacitor has 2.7V, C=1700F at
NESSCAP [8]. For use ultracapacitors to compensate in this
system, it consists of 17 ultracapacitors. Therefore, the rating
voltage of ultracapacitors becomes 45.9V. The values of
parameters are: R=0.7mQ, R;=300€2, L=0.01mH, C=100F.

Diode D prevents a reverse current from ultracapacitors to
fuel cells during voltage sag. With a reverse current into fuel
cells, it can cause destruction of fuel cells.

Fig. 12 shows output waveforms when the first fuel cell has
the voltage sag. Fig. 12(a) shows a non-compensated output
voltage of the system with voltage sags. The fundamental
voltage decreases and THD increases with the voltage sag.
Fig. 12(b) shows compensated output voltage by use of
ultracapacitors. When fuel cell experiences the voltage sag,
the fundamental component of the output voltage remains
constant without control of pulse. Fig. 12(c) shows that an
output voltage of the first fuel cells and compensated output
voltage of fuel cell system by ultracapacitors. When fuel cell
system has a 40% voltage sag at 0.15s, compensated output
voltage of fuel cell system decreases to 28.8V. However, as
shown in the extended waveform in fig. 12(c), the voltage sag
quickly recovers within 0.2ms by ultracapacitors. Therefore,
although the system has a voltage, it is quickly compensated
by use of ultracapacitors.

VL CONCLUSIONS
The power quality for the fuel cell system is a very

important issue. The fuel cell system has a voltage sag
problems. When the multilevel inverter is used as an inverter
for a high power fuel cell system, it is important to determine
the number of levels of inverters. Harmonic analysis results
can be used as an index in selecting number of levels of
inverter. In this paper, harmonic analysis has been made with
respect to number of level of inverters and voltage sag of the
fuel cell output. Through harmonic analysis, it has been
shown that the harmonic component decreases as voltage sag
increases.

To solve the voltage sag problems, three approaches have
been investigated. There are trade-offs among the proposed
approaches. The approach using ultracapacitors has an
advantage in that it requires no control of pulse patterns, but
it requires an additional hardware. Thus the approach with
control of the pulse widths can be efficiently used for the
compensation the voltage sag problem of the fuel cell system.
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Fig. 12. (a) Non-compensated output voltage waveforms with voltage sag
from 48V to 28.8V (40%)
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(b) Compensated output voltage

(c) Output voltage of the first fuel cell and ultracapacitors
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Abstract - Various types of bidirectional switches are examined
simulatively and experimentally with regard to their commu-
tation properties within a matrix converter arrangement. A
newly developed IGBT with reverse blocking capability by
means of which it is possible to set up bidirectional switches in
an efficient way is dealt with in a more detailed way.
Statements are made on the electric stress of the bidirectional
switches within the commutation circuit and the losses arising.
With the aid of the results obtained, the suitability of the
respective bidirectional switches with regard to their
application in the matrix converter is discussed. Finally, some
ideas concerning the further improvement of the
characteristics and properties of the bidirectional switches are
touched upon.

. INTRODUCTION

Matrix converters are direct converters by means of which
one can generate from multiphase alternating quantities of a
given amplitude and frequency again multiphase alternating
quantities with a variable amplitude and frequency.
Conditioned by its principle, this type of converter is fully
capable to inject the energy backwards and can be set up in
arather compact way because the intermediate circuit is not
needed. Thanksto thisfact, it offers awide possible range of
application. Fig.1 shows the principle structure of an ideal
matrix converter.
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Fig. 1: Principle of matrix converter

In order to be able to reach a maximum of degrees of
freedom of the control, bidirectional semiconductor switches
must be used. These bidirectional switches must be able to
inhibit a negative voltage and to conduct the current in a

direction-selective way. New developments on the
semiconductor market permit to construct these bidirectional

switches (BDS) required in a more efficient way or to make
available semiconductor switches being better suited for this
specia purpose of application. Since al the three discrete
phase converters of the matrix converter have an identical

structure, the following investigations will be made for one
discrete phase converter only.

I1. BIDIRECTIONAL SWITCHESIN COMMUTATION
PROCESSES

Since there are no bidirectional switches available yet
fulfilling the specific requirements in the matrix converter,
the same have to be discretely set up out of conventional
semiconductor switches. As far as the BDS are concerned,
one distinguishes between two basic types, switches with
four or with two basic states, as shown in Fig.2.

v .
S NT ey

0)

a)

Fig. 2: Types of bidirectional switches: a) Diode-bridge BDS b) discrete
BDS with two emitter-side connected IGBT's, c) BDS from two reverse
blocking IGBT’s, d) monolithic BDS (MBS)

Three basic components of bidirectional switches have been
examined, seefig. 2:

1) that forward direction is determined by the polarity of
the collector-emitter voltage then the gate is active
switched-on as shown for examplein a).

2.) that forward direction is determined in each case by
the active gate and the polarity of the commutation voltage
asb) or c).

3. ) that forward direction is determined by the polarity of
the controlled gate and the polarity of the commutation
voltage as d).

The BDS basic components to be examined were
implemented asfollows:
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- The BDS of basic component 1, Fig. 2a consists of adiode
bridge with integrated IGBT. This BDS variant is offered by
the company |IXYS, where the individual devices
(semiconductor chips) had been put in adiscrete package
see | XY S, data sheet FIO-5012BD.

- The BDS of basic component 2, Fig. 2b and c. Here has
been considered two possible variants of the basic
component 2. The BDS of Fig. 2c consists of an inverse
series circuit two unidirectional, emitter-sided combined
IGBT's with antiparallel protecting diode. The mesial
combination between the two series circuits from diode and
IGBT is absolutely necessary since the diode bridges the
opposite IGBT in reverse direction and carries off the stored
charge of the serie diode during the shutdown. It is
prevented that this is abandonend with reverse blocking
voltage. If this cross connection is missing, it comes to a
random distribution of the reverse voltage between diode
and IGBT during the shutdown against negative voltage .
The IGBT must include reverse voltage, that too to a high-
powered avalanche and to the destruction of the
semiconductor leads. This switch became from available
semiconductor devices (two IGBT modules of Semikron),
built up in discrete form. Semikron, data sheet SKM 100 GB
123D.

As a representative of the first type, a discretely set-up
bidirectional switch made of two IGBTs with antiparalel
recovery diode which are not capable of reverse blocking
and are connected by their emitters was examined. As the
second representative of the switch type number one, an
arrangement of two IGBTs in antiparallel connection and
being capable of reverse blocking was studied [1], [2]. Fig.3
displays a schematic cross section of such areverse blocking

emitter te
(metal) % saw edge
p—, W /
-

collector
(metal)

Fig. 3: Reverse blocking IGBT

IGBT device. Cell structure as drawn will continue to the
left, while the chip edge with the guard rings for junction
termination is shown on the right. Geometry and thus mode
of IGBT operation basically correspond to NPT IGBTS; this
in particular means that — although the device is reverse
blocking — voltage drop across the switch is limited to
saturation voltage Ucgsy Of the IGBT - thereis no additional
voltage drop Ug inany additional diode p— njunction.

To achieve this, the NPT-IGBT structure is complemented
by the p" collector being folded up from the bottom to the
top at the chip edge by means of isolation diffusion. This
enables the IGBT’s proprietary lower g - n” junction to
block a reverse voltage - the collector being negative.
Without this measure, the junction would break through at
the chip edge due to lack of field stop, which is the reason
why standard IGBTs must not be connected to significant
reverse voltage.

A different approach is to combine a field stop IGBT [3]
with a bridge of fast recovery diodes as depicted in Fig.4.
Current through this kind of bidirectional switch passes two
diodes and the IGBT. The latter being turned on, current
flow is possible in both directions. This circuit , which has
been integrated into a single, isolated component [4], thus
belongs to the second group of bidirectional switches.
Because this switch has only two states, step-commutation
can not be used. It is either be employ it in a parallel circuit
that takes over the load current, or use a commutation
inductor that limits the current during the commutation. For
further prospects see[8].

- BDS of basic component 3, Fig. 2d, can be taken as
Monolithic Bidirectional switch (MBS) as own switch class.

m gate complete termination
with isolation diffusion
pe—p W

|

collector
{metal)
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That in [5], bidirectional switch being led to [6] and
simulated characterizes to know-how of the simulation very
well for the commitment in the matrix converter. In [7] the
qualities special, resultant from the structure of the device
set are demonstrated and explained his fixed operating
conditions by means of results of numeric simulation
circuits in detail. Also an aptitude test of the optimized MBS
for his commitment in the matrix converter where the
possibility of the direct switching operations is discussed
through specific gate control methods is carried out.
Unfortunately, such a device is not available a this time for
test purposes yet.

With the help of the simulation system Simplorer®, the
commutation properties and the electric loads occurring at
the bidirectional switches are examined. In Fig. 4, the
commutation circuit for positive load current being the basis
for the simulations and Uy1 > Uy, are represented for the
example of the discretely set-up bi-directional switch.

In accordance with the one-step commutation method, the
current commutation of the load current between the two
network phases is executed by one switching action which
will lead directly to the commutation. A commutation on its
part consists of two switching operations proceeding in the
two BDS participating in the commutation.

In the state 0 (Fig. 4), the load current flowsin phase N1 and
through BDSlv. By the hard, active switching-off of
BDS1yv, the load current is forced to commutate to BDS2v.
For this purpose, the BDS2v has, of course, to be switched
on before switching off BDS1v. Now the load current flows
in phase N2 and through BDS2v, consequently state 1
applies now. If BDSIv is switched actively on now, the
load current naturally (because of Uy;:>Uyz), and passively
commutates back to N1. Thus, state 0 applies now again, the
initial state has been reached again. By means of these two
commutation operations and the two respective switching
operations belonging to each d them, it is possible to
examine all types of component stress occurring under the
given general conditions. With the help of the simulation
system Simplorer®, the commutation properties and the
electric loads occurring at the bidirectional switches are
examined. In the commutation circuit for positive load
current being the basis for the simulations and Uy > Uy, are
represented for the example of the discretely set-up
bidirectional switch. In accordance with the one-step
commutation method, the current ommutation of the load
current between the two network phases is executed by one
switching action which will lead directly to the
commutation. A commutation on its part consists of two
switching operations proceeding in the two BDS
participating in the commutation. In the state O (Fig. 4), the
load current flows in phase N1 and through BDS1v. By the
hard, active switching-off of BDSlv, the load current is
forced to commutate to BDS2v. For this purpose, the
BDS2v has, of course, to be switched on before switching
off BDS1lv. Now the load current flows in phase N2 and
through BDS2v, consequently state 1 applies now. If
BDSlv is switched actively on now, the load current
naturally (because of Uyi1>Uy»), and passively commutates

back to N1. Thus, state 0 applies now again, the initial state
has been reached again. By means of these two
commutation operations and the two respective switching
operations belonging to each of them, it is possible to
examine all types of component stress occurring under the
given general conditions.

Another commutation process is given with use of diode
bridge BDS. It is noteworthy that this type of switch
possesses only two switching states for which reason it is
not possible to apply the commutation method used herein
for this type of BDS. For this reason, a paralel circuit is
required to use this component which carries the load
current after the switching-off of the BDS until the
switching-on of the following BDS, Fig. 4b. A second
possibility is the application of commutation inductors
limiting the circular current for the period during both BDSs
are on. In both cases, additional components are required
and additional losses will develop what will have a negative
influence on the overall balance of the converter. The two
possibilities are pictured inFig. 4
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Fig. 4: Commutation circuits, a) by commutation control, b) with
commutation helps
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1. SMULATION OF COMMUTATION

On basis of the two being led commutation circuits the
switching behaviour and the switching-loads have been
examined for al three BDS variants (Fig. 1 ac) by means of
simulation and experiment . The simulation tool Simplorer®
was employed. Open and behaviour-based device models
have been used and verified with the respective device
parameters for dynamic modeling of the BDS.
Unfortunately there were only few of the device parameters,
necessary for the modelling, from data sheets, which formed
the beginning of the simulation stage problematically. In

E1 L_streu_Leitung
U:=2817
L:=5n AM_BDS1r

| VM| BDS1

BDS1r

<
iy

order nevertheless to be able to carry out the necessary
simulations, what succeeded in limited extent too was
attempted to bring the needed parameters of the individual
semiconductor devices into experience with the
manufacturer. Kept on controlling through suitable
measurements the semiconductors (for example by means of
curve tracer) to be determined also important parameters so
that finally the simulations could be carried out. Notes on
thesimulation circuit are Fig. 5.

Q
VM_UGE1v ZS

AM_BDS2r

+
G
VM_UGE2v

AM_BDS2v

BDS3v

R_ausgPhase o
R := 100m []
VM_Auspjangssp
+

©
L_ausgPhase -
L := 640u

AM_Phase3 [l] R Frelauf

S S
4
N

T

R:=:
D)
S

SKL_rsIGBT

i T

TKL_rsIGBT

Fig. 5: Smulation circiut for reverse blocking IGBT’s

K_IUIC TKL_rsIGBT transfer characteristic IGBT
K_DI SKL_rsIGBT saturation charactersitic IGBT
CGE 5n gate-emitter capacity
CD 1.5n gate-collector junction capacity
DU 15m diffusion voltage of gate collector capacity CD
ECCG 2 auxilliary voltage for CD
R_TAIL 200 tail-resistance
C_TAIL 3n tail capacity
LC 15n collector-leakage inductivity
LE 15n emitter- leakage inductivity

TABLE 1: parameter of RIGBT
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In Fig.6 , the simulated curves of current and voltage for
both commutation operations at the BDS being composed of
two antiparalel IGBTs with reverse blocking capability are
represented. In principle, the above-mentioned facts also
apply to these switching operations, with the difference that
the additional series diode can be cancelled with this BDS

because of the reverse blocking capability. But during the
natural switching-off of BDS2v, a recovery current develops
also in this case, which comes from the intrinsic diode in the
IGBT and increases the electrical load for the commutating
BDS1v.
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Fig. 6: Simulation results of RIGBT’s for different commutation processes,
a) hard active off and forced passive on, b) hard active on and natural passive off
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V. EXPERIMENTAL RESULTS

The measured curves of current and voltage for both
commutation operations at the discretely set-up BDS are
represented in Fig.7. In case of the hard switching-off, a
switching overvoltage of about 350 V can be read off. This
value of overvoltage is clearly higher compared with the
value of the simulation results because the not ideal
characteristics and properties of the commutation circuit in
practical operation in contrast with the simulation where
these characteristics and properties areideal.

For this reason, a low-inductance structure of the
commutation circuit has to be always aimed at if you want
to reduce the voltage stress of the semiconductors. In case of
the forced switching-on of BDS2v, the short-time increase
of the flow voltage as a result of the delayed electrical

conductance modulation is clearly to be seen as was to be
expected. The recovery current being driven during the
natural switching-off of BDS2v which is added to the load
current and has to be taken over in addition by BDS1v is
represented in the lower part of Fig.7. The really measured
curves of current and voltage do on the whole meet those
determined by means of simulation. Parasitic inductances
and capacities within the commutation circuit do, however,
cause higher switching overvoltages than in the simulation.

In addition to that, these elements develop oscillating
circuits which are excited by the fast switching operations
which can be clearly seen in the measurements.

The measuring results for the BDS being composed of two
IGBTs with reverse blocking capability are represented in
Fig.8. Here you can see in a particularly distinct way the
influence of the leakage inductances in the commutation
circuit. Owing to the high current change speed of about 250
Alns, a high voltage is induced at the leakage inductance
during the hard switching-on which superimposes with the
source voltage. Due to this fact, the voltage at the
component even increases during this phase. The result of
this effect is a high switching power loss during this
switching operation. It is true that a relatively high power
loss is being produced during the hard switching-on but the
measured value is, caused by the structure of the
commutation circuit, too high. In this case, the only helpisa
further reduction of the leakage inductance. In principle, the
statements made in the preceding paragraph also apply to
this type of BDS. With this BDS, the clearly to be
recognized reverserecovery current is driven by the
intrinsic diode of the IGBT capable of reverse blocking.
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Fig.7: Measured switching behaviour of discreteBDSmodules
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Cu-package of supply 15nH
Capacities (ESL) 20nH
2* 1GBT Lcg + Lpack 80 nH
Wire (setup) 100 nH
Wire (measuring) 50 nH
Current transformer core (2x) 100 nH
Sum of leakage inductances 365 nH

TABLE 2: Leakage inductances of thetesrig

In case of the diode-bridge IGBT only two different
switching processes are available, see Fig. 9. We can note a
very fast switch-off and a more lossy switch-on procedure.
Furthermore the overvoltage caused by leakage inductances
is remarkable. The determined |eakage inductances of the
test rig is listed in table 2. Summarizing the switching losses
of diode-bridge IGBT we obtain the best results in
comparison with the other kind of BDS. The dissipation
energy has been calculated from the measured voltage and
current curves and displayed in Fig.10.

In Fig. 11 the distribution of all losses arising in the
respective bidirectional switch is represented under the
already described general conditions. The diode-bridge
IGBT has the highest forward losses since it exists from a
series circuit of three devices, the switching losses are
relatively small in relation to the forward losses. It has to be
considered, that at this BDS the additional losses in the
parallel circuit and/or in the commutation choke are
included in the power dissipation balance. The discrete
BDS causes smaller forward losses since only two devices
are with the current path. The forced switch-on near
precharged gate causes a little small switching losses, since
the current increases through the BDS first then the reverse
voltage has declined already far. During the hard switch-off
higher losses can be well-founded by overvoltages induced
at the leakage inductance. The switching losses occurring
during the other switching operations are small under the
considered conditions, with respect to the total losses of the
device. At the BDS consisting of two RIGBT's the forward
losses are the smallest, since only one devices is in the
current path. The height of the losses during the passive
switch-off is influenced by the reverserecovery-current of
the intrinsic diode contained in the IGBT. The power
dissipation arising during this switching operation in the
RIGBT is larger than those at the in discrete form built up
BDS are. The cause is found in the slower switching of the
intrinsic diode of the RIGBT's in the arrangement to the
faster, optimized free-wheeling diode. Because the RIGBT
in hard switch-on must load the reverse recovery current,
also higher losses occur during this switching operation.

3
g [ BDS 1 hard off
'ﬁ m BDS 2 forced on
2 mBDS 1 hard on
z M BDS 2 natural off
'E [ conduction losses
]
3
o
-3
diode-bridge- reverse discrete BDS
IGBT blocking-
IGBT
Type of BDS U =230V, 1=33A, f,= 10kHz

Fig. 11: Segmentation of power dissipation

About the examined BDS following can be summarized:

The diode bridge BDS has structural high forward losses
and can be employed in the complete matrix converter only
with additional hardware (which makes losses also again).
The advantage of this structure is the most extremely robust
commutation there even with serious mistakes as driver loss
and loss of the mains voltage, aways free-wheeling paths
for the load current are available. The commitment of this
BDSmodel does not offer any further advantage which
could compensate the high forward losses sufficiently for
the here considered procedures for the step-wise current
commutation otherwise. This BDS is better suitable for the
commitment in modified device topologies (indirect matrix
converters), as for example in the so-called converter Sparse
Matrix proposed and described in [9] and [10].

For the BDS of type 2 during the hard on- and natural off
the highest switching losses are measured. During the forced
switch-on only small losses arise. Only the turning rate of
the IGBT's can be changed by variation of the gate series
resistor, onto the switch-off procedure the size of RG does
not have aimost any influence. The overvoltages induced at
the leakage inductance during the fast switching require the
IGBT', so that these overvoltages must be reduced by an
inductance-poor construction. Furthermore from these
overvoltages considerable part of the high-powered losses is
caused.

The discrete BDS come off quite well. His switching losses
are small due to his optimized free-wheeling diode and also
the forward losses have an acceptable order of magnitude
for a series circuit from diode and IGBT. The RIGBT
achieves the best result with the total losses, in comparison
with the two other BDS types, Since the intrinsic series
diode switchesrelatively slowly and has a quite big storaged
charge the switching losses are high, particularly at the
second commutation procedure. An optimization of this
diode forms itself due to the fact, that the diode is an
elementary part of the IGBT's difficult, is, however, with
regard to the improvement of the high-powered behaviour of
this BDS inevitable. Also the relatively high forward voltage
offers a good starting point for further optimization. At this
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time the manufacturer of the RIGBT works on the
optimization of the switching behaviour of this device.

Finally the total losses have been projected for the whole
matrix converter dependent on the switching frequency .
This came under the assumption that the fs > > f}; .- and that
to occur the two possible commutation procedures are in
each case 50 %, see calculation formula. The calculation
base of the losses formed the measured power dissipation
parts of the respective semiconductors. Those arethe IGBT
on- and switching-losses, forward |osses, switching losses of
the diodes and also their forward losses. Caused by the
growth of the switching (frequency-dependent) |osses, also
the total losses increase proportionally.

The equation for determining the lossesis:

Is (g

+
( BDS _hard _off BDS _forced_on )

V_BDS_T 2

@

2 BDS _hard _on BDS _natural _ Aus V_BDS_D

B vk = 3 Py sps 1 @

where:

Pv Bps 1 -total losses of apartial converter

fs - switching frequency

Egps x x - dissipation energy of IGBT and diode,

Py Bps p - forward losses of the BDS (IGBT + Diode)
Py mur  -total losses of matrix converter
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Fig. 12: Prospected losses of matrix converter

The RIGBT which has the least entire losses in the
considered frequency range loses its loss-margin
increasingly with increasing frequency. The basis is in the
aready mentioned, relatively bad dynamics of this BDS so
that the part of the high-powered losses with increasing
frequency rises disproportionately. It manages to correct the
dynamics of this BDS, then this can be used also at higher
switching frequencies effectively.

V. SUMMARY

The highest potential of development has the reverse
blocking IGBT for using in matrix converters. The smallest
conduction losses occur with these IGBTs. The intrinsic
diode switches slower than the optimised diode in the
discrete BDS. The conduction losses offer a good starting
point for further optimisation. For future prospects an higher
availability of new and optimised devices for use in MC will
be given. In the future perhaps a monolithic bidirectional
switch isalso available.
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A Modular IGBT Converter System for High frequency
Induction Heating Applications

Sven H. Stier
University of Technology
Darmstadt
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Abstract— The requirements in induction heating cover a wide
range of power and frequency. Different converter designs are
used for different applications. To reduce costs, we propose a
modular IGBT-based coverter system, where identical inverter-
modules are combined to cover a wide range of power and
frequency. To reduce switching losses the parallel connected
IGBT modules are driven by a sequence control method [1].

L INTRODUCTION

In former times high frequency inverters were equipped with
electrical tubes or MOS-FET switches. The tube-inverters
needed much maintenance and the MOS-FET inverter were
very expensive. Today fast IGBT switches are available.
Compared to older IGBTs, the switching times, the
switching-off tail current and the on-state voltages have
improved. Now IGBTs become the first choice for
resonantly operating high frequency inverters.

In many applications a galvanic insulation between the grid
and the load is mandatory. Normally a high frequency
transformer is used for this purpose. The main inductance of
the transformer may become saturated, if the control
imposes an offset to the voltage of the primary side. This
control error must be avoided.

This paper discusses the influence of parasitics in the
experimental set-up and switching characteristics of the
IGBTSs concerning the saturation of the HF-transformer. The
simulations are done by the simulation tool Simplorer 6.0.
For the validation of the results a 600 V, 80 kW, 400 kHz
resonant inverter is constructed.

II. SERIES RESONANT VOLTAGE SOURCE INVERTER

The motivation to use the voltage source series resonant
inverter is discussed in [2].

In high frequency applications, switching losses exceed the
conduction losses clearly.

At hard switching applications turn-on losses dominate with
MOS- controlled devices. To reduce these losses, zero
voltage switching (ZVS) is introduced in high frequency
applications. A switching frequency higher than the resonant
frequency is employed for the series resonant voltage source
inverter to operate in zero voltage switching mode. In this
mode positive gate voltage is applied to the IGBT in the
conduction period of its anti-parallel diode. After the current
in the diode decreased to zero it commutates to the IGBT,
which got positive gate voltage shortly before and the IGBT
starts conducting at zero voltage, i.e. turn on with low losses.

Peter Mutschler
University of Technology
Darmstadt
pmu@srt.tu-darmstadt.de

In the series resonant inverter, the IGBTSs are turned off at
ic=20% of the peak value. In spite of this low turn-off
current, the turn-off losses are still dominating.

In this project, the Eupec FF200R12KS4 [6] is used. This
module is equipped with 1200 V, 200 A fastest thin
transparent emitter NPT type chips. The overall losses at a
peak current of 200 A and a switching frequency of 400 kHz
are much higher than the module’s case can dissipate, even

i
V,|=—= iM=odl Vo P oz
£

zE;ﬂ

Module 1

Module 2

=+ => RCL-Load

WA
Module 1
Imog2
Module 2
Vo
Fig. 1. Sequential gate pulsing with parallel connected inverter bridges

with water cooled heat sink. Therefore, methods to reduce
the losses further in one module have to be employed. There
are two methods: Current derating and sequential control.

It was shown in [1] that the dominant turn-off losses of the
IGBTs decay less than linearly with the current. Due to this,
a simple current derating is far less efficient than a
sequential gate pulsing.

As an example, Fig. 1 shows the principle of sequential gate
pulsing with two modules.

In contrast to the method of current derating, with sequential
gate pulsing there is an additional advantage concerning the
power demand of the gate drivers.
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The IGBT has a gate charge of 2.1 pC and a useable gate
voltage range of —15V up to 15V [6]. The driving power
demand is:
P=f-Q-AV

For the method of current derating, the driver’s frequency is
400kHz and the power 25.2 W for each IGBT. With the
method of sequential gate pulsing with four inverter bridges,
the average driver’s frequency is reduced to 100kHz and the
driving power is only 25% i.e. 6.3 W.

I1I. MODULAR CONCEPT WITH DISTRIBUTED OR
CENTRAL CONTROL UNIT

One of the targets of this project is to develop a modular
IGBT inverter system. The inverter bridges are designed to
form a modular system. The signal transmission to the
drivers is done by fibre optic links. The load current zero
crossing signal iy s and the load current maximum value
19 max sign ar€ transmitted by two current transducers (Fig. 2).
Concerning the control devices, either a distributed or a
centralized approach may be considered. In [3], an approach
of a distributed control system is presented. The advantage is
the redundancy of control circuits and the easy parallel
connection of the units. Inputs to the frequency control of
one inverter bridge are phase angles between two voltages
and the phase angles between the output current and voltage.
The main difference however is the fact, that in [3] no
sequential gate pulsing but current derating is involved.
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Fig. 2. General overview over the control circuit

With sequential gate pulsing, there would be a need of
communication between the control units of the individual
inverter bridges, in order to pass on the “token” for the next
active cycle.

The current zero crossing signal ij g, is detected by a
current transducer, consisting of two in series connected
transformers and a comparator. The signal of the zero
crossing of the load current must be transmitted very
precisely with a jitter less than 10ns. To avoid such a high
speed communication, a centralized hardware for the control
scheme is employed here. The modularity concerning the

HF-power
transformer—:""["]" :

Diff. current :
transducer

differential current

(at HF-transformer)

control is implemented in the software, as our controller
mainly consists of Complex Programmable Logic Devices
(CPLDs), which may be programmed for different number
of modules.

In our solution the zero crossing signal of the inverter output
current i, is the only input for the frequency control unit.
Fig. 2 gives an overview.

A. Implementation of the controller

Gate Signal Generating (strongly simplified)

ioisign I I I
Tl'eriod (k-1) -PRE TPeriod (k)/2-PRE Tpe iod (K+1) +
: Treioa®) 1 Ty (k)-PRE ¢ Tyea (k+1) /2-PRE
Freq v ' - H
Counter oD
io sign I_
K ‘/Imerlocktime —_
Interlock
Counter C.""mer—dow“ I\ I\ I\
Gate 1 :-
Gate 4 . -—: :
Gate 2 i ; :

Gate 3

Interlocktime

Teadtinie
— PRE
Fig. 3. Operation scheme of gate signal generation
The digital controller is implemented on a central CPLD
control unit. User defined input parameters are interlock-
and leadtime The parameter interlocktime
affects the all switches off time. With the
parameter leadtime the propagation delays for
the gate signal are compensated.
These parameters can be adjusted by DIP
switches or via a parallel bus. This two
parameters strongly influences the IGBT
losses (see chapter III B). The control circuit
adapts itself to the resonance frequency of the
load. This is necessary, because the load-
inductance is not constant. Its value decreases
with rising work piece temperature, especially
around the curie temperature.
The inverter output current signal iy g is the
input value of the gate pulse generation
controller (Fig. 3). An auxiliary signal PRE
1o sign 1S generated. This signal is leading for
the parameter PRE (= leadtime +
interlocktime). The generation of this signal is
done by a counter (here called frequency
counter), that is reseted at any rising edge of the iy g, signal.
The maximum count value gives the time of one period T. If
the count value is T/2-PRE, the signal PRE_ij g, Will be set
to the low state and if the count value is T-PRE the signal is
set to the high state. The gate pulses are deduced from the
PRE i e signal considering the interlocktime. This is done
by an other counter (interlock counter).
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B.  Influence of the control parameters lead- and
interlocktime concerning the losses

Differential Bus Driver Solution

Current AM26LS31 AM26LS31 MC33151
Transducer

FF200R12KS 4

4 } v '
>—P>foris] - -] |

NE521  AM26LS32 AM26LS32
zt =390 ns Tt =795 ns

d on typ
e =572ns It =1004 ns

Fig. 4. Delays in the control circuit (cable and CPLD delays are
neglected)

In Fig. 4 the data sheet specified time delays of the control
circuit (with bus driver links, former communication link)
are shown. From this time delay values the required
adjustment of lead- and interlocktime can be deduced. A
large part of the delay time is due to the driver and the
IGBT. The data sheets values are valid for hard switching
applications with the referenced gate resistance. In the set-
up discussed here the external gate resistance is 0 Q and the
switched off current is almost a quarter of the data sheet
referenced current. This illustrates the differences to the
measured values in Fig. 6.

d off typ

d off max

In Fig. 5 currents and voltages at IGBT T2 are shown for
different settings of lead- and interlocktime. (Notation
T1...T4; D1...D4 see Fig. 8).

In Fig. 5b) the leadtime is too long. Turn-off is at a higher
current; turn-off losses increase.

In Fig. 5c) the leadtime is too short. T1 turns off during the
natural commutation. The current can not flow through T2
because its gate voltage is negative. The current will flow
through D1 until T2 turns on. This is not a soft turn-on and
so the turn-on losses will increase.
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Fig. 6. Measurement of the efficiency, ip max and losses
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Fig. 5. Influence of the control parameters lead- and interlocktime

In Fig. 5a) lead- and interlocktime are optimised. The T1
collector current commutates to D2 shortly before the
natural current zero crossing. The switch-off losses will be
low, because of the low current at the switch-off time. Next,
the current commutates to T2 that has already a positive gate

signal. The switch on losses are minimized.

In Fig. 5d) the interlocktime is too long. T1 turns off regular.
D2 starts conducting, but the current falls to zero. The
positive going current uses D1, as long as T2 has negative
gate voltage. The losses in this case are high. The IGBT has
to turn on and off in hard switching mode and additional
switching occurs at D1.

In Fig. 5e) the interlocktime is too short. A high current peak
will flow through T1 and T2 simultaneously. During this, the
full DC link voltage V4 applies to both IGBTs. Such an
operation has to be avoided, due to the very high losses.

Fig. 6 gives an overview over the losses under different
interlock- and leadtime settings. All measurements are done
with the same load resistance of 0.34 Q. The output current
control was disabled and output current may develop to its
maximum value.

If the leadtime is much to short, the maximum output current
and, in consequence, losses decrease. The turn-on will be a
hard one and only a reduced voltage time area is applied to
the load.

For a leadtime in the range of 560 — 600 ns the output
currents achieve their maximum, but the turn-on is not at
minimum losses. Between 600 — 650 ns leadtime has
achieved its optimum in relation to losses and the maximum
output current.

If the leadtime increases over 650 ns the output current can
not come up to its maximum and the losses decrease because
of the lower current.
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If interlocktime is too low the losses increase especially at
cooperation with a too low leadtime. At higher values of the
leadtime the effect is less strong. The optimal tuning for
leadtime is between 610 ns up to 650 ns and for
interlocktime between 70ns and 110ns in this case. The
efficiency of the inverter shows a maximum for leadtime
values from 600 ns up to 670 ns. The efficiency is less
sensitive to the parameter interlocktime. In the range of
maximum efficiency, interlocktime may vary between 70 ns
and 150 ns.

C. Controlling the output power

To control the output power, freewheeling cycles are
inserted. Energy is fed to the load only during intervals
where non zero DC link voltage is applied to the
transformer. With zero voltage engaged, the resonant circuit
can oscillate freely. In Cycle Control Mode, periods where
energy is fed to the resonant circuit and periods where no
energy is transferred are mixed to control the average output
power. In [2] advantages and drawbacks of power control
methods are discussed. The freewheeling paths are switched,
when the peak value of the inverter side load current iy
exceeds the reference value. To prevent a direct voltage
component at the transformer, the freewheeling paths are
switched by a flipflop alternatingly in the positive and
negative inverter output voltage time areas. If the
magnetization current controller and the output power
controller are forcing freewheeling paths at the same time,
the output power controller flipflop is not switching and
stays in its previous state. Fig. 7 shows a simplified block
diagram of the two control loops.
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0_max_sign

contr. output power

M Ko P oo
e e

Fig. 8. A single bridge feeding the resonant load. A short circuit of the
inductor coil is modeled by S1
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Fig. 9. Measured short circuit in the inductor during operation at reduced
DC link voltage

Short circuit in the inductor coil: In industry applications,

the load coil may be short circuited by melting particles of
the work piece. The inductor coil or parts of it will be
shorted partially or completely in this case (S1 in Fig. 8,
completely shorted).
Under short circuit conditions, the resonance frequency
will increase and the failure is detected by monitoring the
time between zero crossings of the resonant current. To
improve the starting behaviour an error will be detected, if
the higher frequency occurs over 2 cycles (5 ps). The
IGBTs are constructed to resist a short circuit up to 10 ps.
The control circuit stops the gate pulses in the next period
and reports an error.

At the left side of Fig. 9 the normal operation is shown.

i
Load_s
= 2%
X RLoad

Fig. 7. Output current and HF-power transformer magnetization control circuit

D.  Short circuit detection and protection.

Two kinds of short circuits are considered in the this
application.

Short circuit in the IGBT bridges: The gate drivers include
a vcg monitoring option, that could be used for short circuit
protection. In this application, the detection level for the vcg
monitoring has to be rather high, as a low saturation voltage

will not be reached within a half-cycle (1,25us).
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At t = 8 us in the experimental set-up a short circuit is
generated by closing a contactor (S1, which is likely to
bounce). The frequency increases and the short circuit can
be detected by the control unit.
Iv. SATURATION EFFECTS AT THE HF-POWER-
TRANSFORMER

A. Mode of operation

The transformer (Fig. 8) will saturate, if the voltage time
areas applied to the primary winding do not add to zero.
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Under ideal operating conditions the integral of the voltage
is zero. Under real conditions, asymmetries may occur. The

B 350 mT HF-power transformer is
used area in constructed to withstand
continuous 4 half-period voltage
operation time areas with the same
(without 14mT  gjon  without  getting
freewheeling) 38mT  gaturated. See Fig. 10.

H

used area If the switching

after one behaviour is not the same

freewheeling  for all IGBTs, there will
cycle be an unbalance in

Fig. 10. Magnetic utilization of the
HF-power transformer

positive and negative
voltage time area at the
primary winding. Some reasons for different switching
behaviour are:
- a temperature difference at the IGBT modules =>
different parameters
- differences in the driver circuit (tolerances of the
gate resistance, different signal propagation times
and so on)
- The control circuit operates with a clock frequency
of 100 MHz => 10 ns time asymmetry is possible
- Different DC link voltages (the simulation with the
parasitic elements shows a voltage swing of about
15 V). Normally the differences over a few periods
should eliminate themselves, but this is not
guaranteed.
- The current measurement shunt of the IGBT
emitter- or collector current is normally mounted
only on one IGBT. This causes an asymmetry.

B.  Asymmetry in one IGBT-arm caused by measurement
shunt

If there is a resistive asymmetry in only one arm of the
inverter the voltage time areas at the current transducer and
HF-power transformer do not add to zero. See Fig. 11.
Consequently, the primary winding gets a direct current
component. This current forces the transformers main
inductance to saturate and so the inductance decreases.

If such an ohmic asymmetry occurs, the steady state current
through the main inductance can be estimated with the
equivalent network.

A simulation of this asymmetry with a shunt resistor of
2m€Q shows a main inductance direct current of
approximately 3 A, which is not critically.

C.  Asymmetry in gate pulses duration

If an asymmetry in gate pulses duration occurs, the voltage
time areas asymmetry will be much higher than in B. This
error must be avoided. Fig. 12 shows a simulation with an
asymmetry of 10 ns. The simulation is done under
consideration of the saturation of the transformer and
transducers. At a value of 13 A the value of the HF-power
transformers main inductance starts to decrease. In the

beginning of the simulation the main inductance oscillates
with an amplitude of almost 4 A, at 8 ms the alternating part

|_ Rbus bar

0 Vo=V R io(t)é

e
DRshunt

Fig. 11. Voltages at the HF-transformer (considering shunt resistors)
Ruus bar: ohmic resistance in the bus bar and symmetrical resistors at any
module

of the amplitude is 14 A. The resolution of Fig. 12 is too low

to see each single amplitude.
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T T T 1
0.0 2.0m 4.0m 6.0m 8.0m
t/s

Fig. 12. Simulation of a gate pulse asymmetry of 10 ns
Of course a transformer is not able to transmit a direct

current steadily, but if only low voltage time areas are
applied, it is possible for a few ms. The current iy 7 transducer
describes the main inductance current of the 2. current
transducer. It reaches values of 0.5 A and it starts to
decrease at 7 ms. The resolution is too bad to see the
alternating component of the measurement currents.
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D. Asymmetries as a result of the power controlling by
freewheeling paths

The power controlling is done by interleaving pulses and
switching a freewheeling path. When T1 and T4 (T2 and T3)
at Fig. 8 are conducting a voltage of 600 V (-600 V) is
applied to the transformer’s main inductance. During a
freewheeling path (T2 and T4 are conducting) no voltage is
applied. If in the next half-period the DC link voltage is
applied to the primary winding, the current in the main
inductance will rise. By this, the next zero crossing of the
current will be delayed by a very short time interval
(Fig. 13).
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Fig. 13. Influence of the freewheeling path to the HF transformers main
inductance current iy

Depending on the control strategy the gate pulses will get an
asymmetry too. In an earlier version of the control circuit the
gate pulse was calculated by the duration of the previous
half-cycle. In this case there was a positive feedback and the
system was not stable (the instability occurs after several
cycles). The first short time test set-up operates normal in
the first periods. After 100 or more periods (depending on
the adjusted reference value for the load current) the system
failed sporadically.

One possibility to prevent the rising of the main inductance
current is, to switch one freewheeling period at the upper
and lower site shifted (flipflop) or to switch two
freewheeling phases in series. The drawback of the last
possibility is, that discretisation of the output power is very
rough. The flipflop method seems to be more successful.
Fig. 16 shows a simulation. The transformer has to withstand
2 full deviations of A® before the main inductance decreases
strongly as a consequence of the saturation.

E.  Comparison to other transformer applications

In contrast to applications with lower frequencies, the high
frequency application is critical concerning timing
asymmetries. Even a small asymmetry adds up to a large
voltage time area in a short time. A half-period at the normal

operation frequency of 400 kHz is 1250 ns. The clock
frequency of the digital control circuit is 100 MHz (higher
frequencies seems to be possible, but they are not
necessary). The resolution in this case is 10 ns. In relation to
the IGBT on-time period it is almost 1%. If in this case an
asymmetry occurs, there will be a rising A® in any cycle of
2 uVs. The maximum flux density (before saturation) is
approximately 350 mT, so there could be 588 times a
digitalisation error before the transformer starts to saturate.
If there is an asymmetry of 10ns in a 50 Hz transformer, the
asymmetry is only 0.0001 % of one half-period. The
asymmetric voltage in the direct current equivalent network
is much less in this case.

F.  Measuring saturation current and controlling the
magnetization current

To avoid saturation a feedback control is proposed. The
magnetization current in the transformer has to be measured
and controlled.

Measuring the magnetization current by a differential
current transducer

HF - power transfofmer
——

differential
current

-— | transducer

i

Fig. 14. Differential current transducer

The differential current transducer can be build very small,
because the voltage time areas are low. The output signal
can reach two values: differential current is positive (1) or
negative (0). Over a normal operation cycle the value should
be positive and negative. The losses are low and the

M_sign

| -

forced by Desat

I

i

Desat + il
Desat -

Fig. 15. Detection and compensation of a steady asymmetry
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accuracy demands of the devices are low. See Fig. 14.

If in 4 cycles the signal iy s, has not changed, a suitable
freewheeling path is switched. The i, current controller is
active too (Fig. 15). A simulation with this detection method
is shown in Fig. 16 under the assumption of high gate signal
asymmetries. The effect of the output power control is
shown in the cycles where iy is constant at the lower part of
the figure. The maximum value for iy is up to 5 A (not
critically).

° freewheeling path forced by desaturation
4 / / |
// Il
TNy / |
2 LA L] W} I L]
L T )
S0 LT g
=0 Ll LI L LI L
p [} 111 UL LU
T L1 I
, o\ L !
3‘ eewheeling paths forced by load current/controller
000 | 25004 50004 75004 100004 125004 15000
t/s

Fig. 16. Simulation of desaturation of the transformer main inductance by
switching freewheeling paths. Detection method: differential current transducer

Measuring the magnetization current by analyzing the
current signal iy g,

M6

=
6

0.0 100.0p 200.0u 300.0u 400.0p 500.0u 600.0u

t/s

700.0u

Fig. 17. Simulation of desaturation of the transformer main inductance
by switching freewheeling paths. Detection method: analyzing iy sign

The signal iy g, indicates the zero crossing of the inverter
side alternating current. The resolution of this signal is
10 ns. The transformer saturation starts at a direct current of
about 13 A. The amplitude of the alternating current is
200 A at normal operation. The duty cycle of the signal iy ggn

in Fig. 13 should be exactly 50%. If in four consecutive
cycles the duty cycle is always greater or always less than
50%, then a suitable freewheeling path is switched.

Fig. 17 shows a simulation using this detection method. The
deviation will be higher as in the previous discussed method.

V. MULTI INVERTER BRIDGES OPERATION

To share the losses, the inverter for continuous operation
consists of 4 full bridges. It is possible to simulate and
validate the commutation from one to the other module with
two bridges. The hardware set-up has a possibility to operate
with 4 modules, but only two are used. The modules can be
placed at any of the 4 connectors (Fig. 18). The ac bus bar
constitutes parasitic elements. (inductances and capacitors).
Fig. 19 gives an overview of the simulated circuit.

Fig. 20 shows the simulation result. The du/dt at the load
decreases because of the additional collector-emitter
capacitances. This could effect the losses. Further
measurements will give information about the influence to
the losses.

The small gate voltage spikes of the non switched IGBT are
due to the charge of the gate-collector capacitance. This
capacitance is charged when the load voltage changes. The
current flows through the gate resistor. The external
resistance in the simulation is set to 0.5 Q, but there is an
internal gate resistance in the IGBT of 2.5 Q. At a high du/dt
of the collector-emitter voltage a displacement current is
forced through the resistance, that generates a high internal
gate-emitter voltage. Vgg (even the internal) must be forced
to fall below the absolute value of 20 V to avoid a gate-
emitter breakdown. One possibility to decrease the du/dt is
to use an external snubber capacitor, connected to collector
and emitter at any IGBT. [5] gives an impression of the
effects. A switch-off loss reduction of 30% seems to be
possible. Further measurements are required to decide, if
additional du/dt limitation measures must be taken.
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T —
s [ {8
o | o K 9 148~ Module IV
o fe ) >
: i % N ‘g Easy Plug in connector
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1 SN,
Module II  Drivers = ~{ Current-transducer
to the HF-transformer
Fig. 18. Multi inverter bridges set-up
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Fig. 19. Overview over the electrical set-up with parasitics (LCR in the
ac bus bar)
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Fig. 20. Simulation of two paralleled bridges

VI CONCLUSION:

The influence of the variation of the control parameters
interlock- and leadtime was investigated by simulation and
by experimental set-up. There is a time slot of 40 ns for the
both parameters, where the losses will be almost equal. The
efficiency shows a flat maximum, with a low sensitivity of
the interlocktime. The resolution of the timing should be
better than 20 ns. If a galvanic insulation transformer is
used, it has to withstand 2 full voltage time areas of the
inverter output voltage in minimum. The effects of an
asymmetrical gate pulsing to the saturation of the HF-power
transformer are great and can not be neglected. Controlling

the transformers saturation by switching freewheeling paths
seems to be mandatory. Multi inverter operation is simulated
and the experimental set-up for multi inverter operation is
under construction.
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Abstract— This paper described the indirect induction
heated boiler system and induction heated hot air producer
using the voltage-fed series resonant high-frequency inverter
which can operate in the frequency range from 20 [kHZz] to 50
[kHZ]. A specially designed induction heater, which is composed
of laminated stainless assembly with many tiny holes and
interconnected spot welding points between stainless plates, is
inserted into the ceramic type vessel with external working coil.
This working coail is connected to the resonant inverter. The
heater is composed of two heating sections. The primary
heating section produces low-pressure saturated steam and the
secondary heating section generates heat distributed
evaporating fluid from the turbulence fluid, which is flowing
through the vessel. The operating performances of this unique
appliance in next generation and its effectiveness are evaluated
and discussed from the practical point of view.

l. INTRODUCTION

Induction heating has been traditionally used to heat metal
parts in applications such as soldering, brazing, hardening
and melting of metals. The power from modern induction
heating systems is so controllable, that is may be used to
create ceramic components at temperatures in excess of
2400°C.

In brief, induction heating is a non-contact method of
heating electrically conducting materials. It involves a
source of alternating current (the induction heater), induction
coil (often called the work coil) and the part to be heated (the
work piece).

When an electrical current is made to alternate in a work
coil, this produces an aternating magnetic field in and around
the work coil. If an electrically conducting part is place
within the magnetic field, a current will be developed in that
part (thework coil may be considered asthe primary winding
of atransformer and work piece as a short-circuit secondary
winding). [1][2]

Magnetic Field Inducted Current
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Work Piece

Fig. 1 Principle of Induction Heating

1. INDUCTION HEATING SYSTEM

A. Principle of Induction Heating

The theory behind induction heating systems is from the
idea of a metal object being supplied with an alternating
current. This creates a magnetic field, which in turn creates
an induced current. This induced current heats the metal
though its internal resistance. The density of the induced
current is greatest at the surface and reduces as it penetrates
the surface. This is known as the skin depth or penetration
depth.

Heat transfer and electromagnetics are important to
induction heating because the properties of heat-treated
materials depend on temperature and magnetic field intensity.
There are three modes of heat transfer, conduction,
convection, and radiation. All three are present in
conventional induction heating. According to Fourier's law,
the rate of heat transfer in an object is proportional to the
temperature difference.

Fourier'slaw isthe basic law that describes heat transfer by
conduction,

Q_ =—2-grad(T) 2

where, Qqong = heat flux by conduction,
A =thermal conductivity,
T = temperature.

Heat transfer by convection is carried from the heated
object to the surrounding area by fluid, gas or air, and can be
described by awell known Newton's Law. This method plays
an important role in the cooling process.

Qcond =a(Ts-Ta) )

where,
Qcona = heat flux density by convection, W/m?,
a = convection surface heat transfer coefficient, W/(m? ° C),
Ts = surface temperature, ° C,
Ta= ambient temperature, ° C.

Heat radiation isthe third mode of heat transfer. The effect
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can be described by the amount of electromagnetic energy
propagating due to a difference in temperature. Polished
metal will radiate less heat than non-polished metal dueto the
emissivity of the metal. [3]

B. Sructure of Induction Heating System

Fig 2. shows the structure of induction heating system.
Inside of heating vessel in isolated pipeline the specially
designed laminated metallic package, which can be heated by
eddy current losses is inserted. Working coil, which is
wrapped outside of pipeline, makes the eddy current.
Electromagnetic induction heater can heat water or gases in
pipeline very rapidly.

I Eddy Current
Secondary Heating Part 1 Diamagnetic Material

Work Coil
Laminated Metallic Package

Control Unit

Diamagnetic Material

= =F Work Coil
| AT L aminated M etallic Package
Primary Heating Part i 3 i
B
| L |
Diamagnetic M aterial . k i . Eddy Current
Work Coail o
- Magnetic Field

Laminated M etallic Material

Fluid or Gas

Fig. 2 Configuration of the Induction Heating System

Fig. 3 shows a laminated metallic package as heating
material. This package is not composed of metallic wire but
metallic plates. So in case of high temperature heating, the
ability of electrical isolation, opening or shorting is superior.
With this package one can obtain good temperature response
of the outlet because the heat capability and the fluid
resistance are small. So this appliance has many good
characteristics.

Fig. 3 Induction heated metallic package

I1. HIGH FREQUENCY RESONANT INVERTER

Fig 4. shows half bridge series|oaded resonant inverter. It
can be considered as an electrica circuit, which is composed
of R and L that depends on the depth of isolated pipeline or
the material of laminated metallic package. For the
experiment a matching transformer is used between the
working coil and the heated material. Capacitor C in Fig. 4
compensates inductance L. To choose aworking frequency is
very important in order to drive for high efficiency in series
resonant circuit. By using series compensate capacitor C in
R-L circuit we can construct R-L-C series resonant circuit as
aload. If the load is not heated up to limitation, the circuit
constants are scarcely changed, so that we can consider just
as R-L circuit. The series load compensator C is used under
the same condition asto compensate L in R-L load system. If
the turn-on resistance of IGBT is greater than R in R-L load,
the series resonant circuit is more effective. In other case the
parallel resonant circuit is more effective. [4]
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Fig. 4 Half-bridge resonant inverter

In high-power switching circuit, the arm short of upper and
lower part of IGBT generates penetration current. The
penetration current is caused by Push-Full driving. Because
of turn off delay at push-full driving, upper and lower part of
IGBT will be on simultaneously. With thisreason one givesa
delay time between upper and lower part of IGBT's switching
operation on purpose. Usualy, IGBT needs 2 ~ 3[us] and
FET, which switching speed is faster than IGBT, needs 1 ~
1.5[us]. [5]

Table 1 shows switching conditions and inverter output
voltages.

Table 1 Switching condition diagram

S1 S2 | Controllability Vo

on on impossible -

on off possible Vpcl2

off on possible -Vpc/2

off off possible Vpc/2 fori,<0
-Vpc/2 for i,<0

When switch S1 and S2 are simultaneously turned on, DC
input voltage source will be shorted. Thus switch S1 and S2
should be switched reciprocally. When Sl is turned on,
voltage Vpc/2 isapplied to theload and when S2 isturned on,
voltage -Vpc/2 is applied to the load. Additiondly, it is
allowable that switch S1 and S2 are off at the same time. In
this case, the load voltage is determined by the direction of
load current. That meansif i, is greater than 0, D2 will be on
and v, is-Vpc/2. In other casg, i, issmaller than 0, D1 will be
onand v, isVpc/2.

Fig. 5 shows high frequency full-bridge resonant inverter.
The experimental circuit of single phase full-bridge inverter
is made by two poles which can be independently switched.
The construction of each pole is same as single half-bridge
inverter. [6]-[8]
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Fig. 5 Full bridge resonant inverter

V. EXPERIMENTAL RESULTS

For the experiment, IGBT modules are used, which are
made by FUJI 2MBI100L-120. The dielectric strength of this
module is 1200[V], 100[A]. In the primary heating part
several capacitors (capacity 0.1[uF]) are used. The
inductance is adjusted in the range of 100[uH] to 200[ uH].

As aresonant capacitor polypropylene type is used which
has good frequency characteristics.

A dioderectifier with anon-smoothing L C filter isused, so
that sinusoidal wave line current shaping in the utility-AC
grid is to be easily performed without a complicated active
PWM contral. In this experiment, small capacity for the LC
filter is used so that 120[HZz] ripple component can be
accepted. In addition, to choose a filter power-factor control
characteristic should be considered. In this experiment
inductance in the range of severa tens[uH] and capacitance
of small range of some [uF] are used.

Fig. 6 shows voltage type seria resonant switching pulse
pattern for half-bridge inverter. Switch S1 and S2 are
reciprocally turned on and off. The phase difference between
the S1 and S2 is 180°.
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Fig. 6 Switching pattern of half bridge inverter
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Fig. 7 shows waveforms of output voltage and current of
half-bridge inverter.
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Fig. 7 Waveforms of output voltage and current of half
bridge inverter

Fig. 8 shows switching pattern of full-bridge inverter.
Switch S1 and $4 are simultaneously turned on and off. As
well as S2 and S3 are simultaneously turned on and off. The
phase difference between S1, $4 and S2, S3is 180°.
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Fig. 8 Switching pattern of full bridge inverter

When the pole voltages are square waves and phase
difference between two-pole voltages is 180°, the Fig. 9
shows waveforms of output voltage and current of single
full-bridgeinverter with inductor L asaload. At this moment,
output voltage V(out) of the load becomes V(DC) square
wave as shown in Fig. 7. When square voltage is applied to
inductor L, load current I(out) increases while
V (out)=V(DC) and it decreases while V (out)=-V(DC).
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Fig. 9 Waveforms of output voltage and current of full
bridge inverter

Table 2 Input and Output Characteristics of half- and

full-bridge
Char. Input Output (L-C)
Methol [V] [A] | [HZ] | [V] | [A] | [KHZ]
Half-Bridge | 220 6 60 | 200 | 12 23
Full-Bridge | 200 | 20 | 60 | 290 | 40 26

Table 2 showsinput and output characteristics of half- and
full-bridge.

Fig. 10 shows structure of two-step superheating system,
which consists of primary boiler system and secondary
superheat generator. Asshown in Fig. 10 the whole system is
divided into two parts and connected in series. The primary
heating part produces vapor, which is 100 [°C]. In the
secondary heating part the vapor from the primary heating
part is overheated to over 200[°C]. Fig. 11 shows
experimental set up superheating system.

For the primary heating part and the secondary part are

used full-bridge inverter and half-bridge inverter
respectively.
N m
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Fig. 10 Structure of proposed system
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Fig. 11 Experimental setup superheated system

In primary boiler section, sufficient water supply is needed.

In this experiment, a water tank with water level control
system and auxiliary tank are mounted in order to supply
sufficient water.

V. CONCLUSION

Fluid heating method using high-frequency inverter is one
of the innovative methods of induction heating. This is
proved in this paper by using sufficient thermal source. Fluid
heating using induction heating is very stable and this process
occurs hot burning, so it makes no pollution and after al, the
working environment is clean. In this experiment, input
output voltage and current stability of each primary and
secondary inverter superheat generator is proved.

Fluid heating method using induction heating is operated as
follows. Working coil, which is wrapped outside of pipeline,
makes the eddy current. Inside of heating vessel in isolated
pipeline the specially designed laminated metallic packageis
inserted, which can be heated by eddy current losses.

The proposed el ectromagnetic induction heating system has
high thermal exchange efficient and can control precisely the
temperature. Also instantaneous heating is possible. This
system is not a contact heating system, so that has high

confidence. The deterioration of fluid isnot occurred by scale.

The whole heating system has compact size.

This induction heating method, when compared with
conventional system, becomes more cost-effective, and has
high-efficiency conversion, quick response and precise
temperature control realization. Moreover, the field of
exhaust gas cleaning system and exhaust corpuscle reducing
systemis researched by using resonant inverter.

In the future, studies such as controller for output control,
material of packed heating element and protection circuit
design are necessary. In addition, search for widely
applicable fields on induction heating should be processed.
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Abstract - Piezoelectric actuators, motors and transformers
are becoming more and more important. Without exception pie-
zoelectric devices are fed by power electronic converters and at
almost all applications they are operated in closed loop control.
Considering the strong interdependence between actuator,
power supply and contral structure piezoelectric systems consti-
tute typical mechatronic systems the components of which can-
not be designed independently. Sarting with typical applications
the paper gives a survey on resonantly operated actuators, suita-
ble power convertersand adapted control schemes.

I. INTRODUCTION

Piezoel ectric actuators are becoming more and more attrac-
tive due to their high power density in particular when oper-
ated at high frequencies and when making use of resonant
amplification in the mechanical part. But not only electrome-
chanical energy conversion is possible: Piezoelectric trans-
formers can be easily realized by implementing two pairs of
electrodes on the same piece of piezoelectric ceramics. Up to
now piezoelectric actuators have been realized with low
power only (motors less than 100 W, transformers less than 40
W), but high efforts are made to increase power ratings.

In contrast with conventional electromagnetic actuators
piezoel ectric devices do not make use of magnetic fields and
do not behave inductive. In fact their capacitive behaviour has
to be considered when designing the power supply. Further-
more the control of piezoelectric systems becomes a demand-
ing task when resonant operation is aspired. Finaly it turns
out that the choice of the control structure for a piezoelectric
system depends strongly on the type of power converter. Con-
sequently a resonant operated piezoelectric system proves to
be a typical mechatronic system the parts of which cannot be
developed independently of each other.

In the following a survey will be given on piezoelectric
actuators, on adapted types of power converters and on con-
trol schemes which match the requirements of piezoelectric
systems and the requirements being established by different
applications. For general information on piezoel ectric materi-
alsand devicessee[1], [2].

I1. Applications of resonant operated actuators

A. Sonotrodes for ultrasonic machining

Processing of materials can be accelerated and wear of the
tool can be reduced when an ultrasonic oscillation is superim-
posed in quadratur to the cutting speed of the tool. For this
purpose sonotrodes (ultrasonic power converters) are used
consisting of a steel bar which is excited to structura reso-
nance by a piezoelectric actuator, see Fig. 1. Normally reso-
nance frequency is in the range of 20...30 kHz and reduction
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of cross-section is used to increase the amplitude of oscilla
tion at the active surface.

The surface of the
bar can be equipped
with any machining
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Fig. 1: Sonotrode

B. Piezoelectric transformers

A piezoelectric transformer comes into being when a sec-
ond actuator is introduced into the system as shown at Fig.
2a). Normally al the oscillating bar is from piezoelectric
material (no steel) and different shapes are possible.

The transmis
sion ratio of the
transformer is
determined by the
design of the pie-
zodectric  actua
tors. The system is
operated at A = L
as shown by the
dotted lines of Fig.
2b). Excellent iso-
lation of primary
and secondary is
achieved if the whole bar is made from ceramics.

Fig. 2. Piezoelectric transformer
a) aggangement of actuators
b) distribution of strain and deviation

Piezoelectric transformers can also be designed by using
ring-shaped ceramics which can oscillate in radial, axial or
tangential direction. They offer small size and good efficiency
and have been redlized e.g. for 10 W for power supply of
handys[3].



C. Ultrasonic travelling wave motors

At the well-known ultrasonic travelling wave motor a pie-
zoelectric ring-shaped actuator system excites a travelling

a)
piezoelectric sensors

piezoelectric actuator systems

—+—— rotational spee(u
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_— . actuator system
elliptical trajectory

of point on surface speed of travelling wave ——

Fig. 3: Ultrasonic travelling wave motor
a) exploded view b) generation of travelling wave

bending wave at the circumference of acircular brass disc [4],
see Fig. 3a). The actuator system consists of a piezoceramic
ring which is divided into two actuator phases and two small
sensor sections. By means of expanding and contracting zones
each actuator phase generates a standing wave at 40...45 kHz
which superimpose to a travelling wave, see Fig. 3b). The
sensors are used to measure and to control the spacial ampli-
tudes of the standing waves.

For power take-off arotor-ring is pressed to the circumfer-
ence of the stator-disk where the travelling wave causes a
rotary movement of the rotor. Torque is generated in a diffi-
cult way by friction which causes a poor efficiency (less than
50 %). Since a great volume of piezo-ceramics is required to
initiate the travelling wave power factors at mechanical reso-
nance w,, are less than 0.1. Travelling wave motors with
rated power up to 100 W generate high torque at low speed
and are in use for autofocus in cameras and in cars for adjust-
ment of head-rests and steering wheels[5].

IV. Modelling of piezoelectric actuators

For resonant operation of any mechanical structure its
dimensions must be in the order or smaller of the wave length
appearing at the operating frequency. In this case phenome-
nons of wave propagation inside the structure must be consid-
ered.

At sonotrodes and transformer the bar itself is oscillating, at
motors only the disc is the oscillating structure.
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A. Piezoelectric actuator with structural oscillation

Due to high frequencies the elasticity and mass of the
ceramics and steel cannot be neglected; even more, these are
essential for the resonant operation of the actuators which
make use of structural oscillations.

The mechanism of
structural  oscilla-
s e S p tions is explained
refering to the bar
shown at Fig. 4 as
used at a sonotrode,
seeFig. 1. Thebar is
excited. and fixed at
x = L/4 (therefore
&(L/4,t) = 0) with
Fig. 4: Resonant operated sonotrode a frequency for
which A = L holds. At both surfaces of the bar no force and
no strain are present ¢(0,t) = o(L,t) = 0. Due to these
boundary conditions resonant operation is possible at an infi-
nite number of discrete wave lengths being in accordance with

L/4=(2k-1) [\ /4
where k =1,2,3,..

f = (2k—1) g/ L

(1)

Due to an infinite number of discrete wave lengths (charac-
terized by order k) an infinite number of associated resonance
frequencies f, exists.

f = Vg/A = (2k-1) vy/L k=123,.. 2

For practical design some numbers are given: According to
velocity of sound being 5,200 m/sfor steel and 2,500 ... 4,600
m/s for piezoelectric ceramics wave length at a frequency of
20 kHz is 260 mm for steel and 125 ... 230 mm in piezo-
ceramics.

For transfer of power to aload that is coupled to the bar’s
surface strain as well as deviation must be present at the posi-
tions of the actuator (x = L/4) and of the surface (eg. at
A = L). These requirements can be fulfilled by a variation of
frequency and wave length.

B. Equivalent circuits

Any mechanical system can be modelled by an electrical
equivalent circuit. If the system is vibratory the mode will be
a resonant circuit which in case of piezoelectric actuators
proves to be of the series connected type. If structural oscilla-
tions are to be modelled each resonant frequency has to be
considered by an extra resonant circuit. This results in a par-
rallel connection of an infinite number of series resonant cir-
cuits as shown at Fig. 5 the right section of which represents
the mechanical part of the vibratory actuator.

The meaning of the variables and parametersis as follows:
Inductance L ,,, capacitance C, and resistance R represent
the inertial mass, stiffness and mechanical damping of the

actuator, respectively.
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resstances R,
represent the
forces accelerating the mass, stressing the elasticity and caus-
ing losses due to mechanical damping. The inner current ip;
represents the speed of actuator and load while the output
voltage u, represents the external force f, being applied to
the surface of the actuator. If f = 0 the output of the circuit
isshorted. .

At the left side of the equivalent circuit, see Fig. 5, the elec-
tric features of the actuator are modelled: The energy stored in
the electric field and the dielectric losses of the ceramics are
modelled by capacitance C, and resistance R .

C. Equivalent circuit for resonant operation

For the discussion of suitable power converters and control
schemes the model of piezoelectric actuator can be simplified
asfollows: First, resistance R_ can be neglected due to small
and unimportant piezoelectric losses. Second, only one series
resonant circuit of Fig. 5 needs to be considered as far as only
one resonant mode is excited by application of sinusoidal
voltage and/or current. Last not |east, the load being applied to
the actuator can be approximately modelled by a linear
impedance which is connected to the output of the equivalent
circuit. Equivalent inductance L, , capacitance C, and resist-
ance R of the load can be combined with the accordant
devices of the actuator L, C.,, R,,. Resulting parameters

m,
are
CmCL
Ly =Ltm*tle Cu = c.+C, Ry = Rp+R. (3)

Finally we get the equivalent circuit shown at Fig. 6a)
which is reduced to the circuit of Fig. 6b) if the operation fre-
guency matches the resonance frequency of the actuator.

a)o_i:_ ip; |

L R
Cp M CM M

up

O

Fig. 6: Approxi-

mate equivalent circuits of loaded actuator
a) in surrounding of resonance frequency,
b) exactly at resonance frequency
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V. POWER CONVERTERS AND CONTROL

To transfer the net power to the mechanical output with
minimum stress of the mechanical part piezoelectric actuators
should be operated as close as possible to a resonance fre-
guency. This meansthat one mode of oscillation (order k) has
to be chosen; normally the lowest order (k = 1) isused. Asa
result fundamental frequency of the power converter is deter-
mined by the resonance frequency of the mechanical system.
Furthermore sinusoidal input voltage and current have to be
delivered by the converter and consequently equivalent cir-
cuits of Fig. 6a) can be used to model piezoelectric actuators
for design of power converters and control schemes.

The frequency characteristic of the input admittance of this
equivalent circuit is shown at Fig. 7. Due to three reactive
devices two resonance frequencies are existing.
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Series resonance (w, ; ) is determined only by the mechani-
cal part of the system. At this resonance input impedance of
the equivalent circuit is low which means that low input volt-

age and high input current i, are required to deliver the
power demanded by resistor Ry, representing load and losses.

7

Parallel resonance (w,,) depends additionally on the
capacitance of the piezo-ceramics. In contrast with series res-
onance high input voltage and low input current are required.
Note that w, , isaways higher than w,; . With regard to high
voltage levels required by piezoelectric actuators operation at
series resonance is normally preferred.

In case the system is operated exactly at series resonance
the input admittance of the actuator can be seen from Fig. 6b),



()

When the system is investigated in detail the ratio of the
reactive and the active part M = w,;CpR,, proves to be an
important parameter by which two classes of systems can be
distinguished [10]: Admittance ratio M indicates whether the
input behaviour of the system is determined by the mechani-
cal resonant part or by the piezoel ectric capacity of the actua-
tor.

o 1
Y(w=jw) = Ry +jo,Cp

If M = w,CpRy,<1/2 holds two frequencies exist at
which the imaginary part of the input admittance disappears
and OG- = 0 holds, see Fig. 7. As a result no reactive
power is required by the actuator when operated at one of
these frequencies. Condition M < 1/2 normally exists at sono-
trodes where the actuator itself formsthe oscillating structure.

In contrast at systems with M = w,,CpR,, >1/2 the input
admittance has a capacitive imaginary part at all frequencies.
This is the case with ultrasonic travelling wave motors. At
these motors a rather great volume of piezoceramics is
required to excite oscillation of the stator disc and causes a
great piezoelectric capacitance. Consequently these motors
always have a high demand for reactive power.

V. POWER CONVERTERS AND CONTROL
SCHEMES FOR piezoelectric ACTUATORS [10]

Power supplies for piezoelectric actuators normally are DC

link converters, see Fig. 8.
[E—

actuator

Rectifier| [DC link | |inverter filter

line

Fig. 8: Stagesof DC link converter

Between the actuator and the inverter afilter with at least a
series inductor must be inserted to decoupl e the capacitance of
the actuator from the voltage source inverter.

For realisation of the inverter stage half bridge and full
bridge as well as push-pull converter can be used, see Fig. 10.
For the design of the filters and the operation of the inverter
stage two basic possibilities are existing.

Furthermore attention must be paid to the low order har-
monics of the fundamental frequency because these may

i

Fig. 9:
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excite unwanted oscillation modes which impair proper oper-
ation of the system.

Last not least in most cases the output must be separated
from the input by a transformer. In many cases this device is
inserted between the inverter and the piezoelectric actuator
and therefore has to be designed in accordance with the trans-
mitted apparent power.

As already mentioned two basic alternatives for the design
of thefilter exist which resultsin different features of the sys-
tem.

A. PWM converters

Asisgenerally known low order harmonics can be avoided
by operating the inverter at high switching frequencies at
which low current ripple can be achieved with small filter
inductors [7]. By use of a suitable control structure in combi-
nation with PWM sinusoidal input current can be applied to
the actuator causing voltage also to be sinusoidal.

oRbd Ll |
Ol N | [E———

TAJ TBJ E} \

Fig. 10: Full bridge inverter with PWM filter inductor

The frequency characteristics resulting from the actuators
capacitance and the small series inductor shows a resonance
appearing at a frequency far beyond the operating frequency
fs, see Fig. 11. Due to this fact parameter variations of the
resonant circuit hardly influence the output voltage of the fil-
ter. Such variations can be caused by the actuator’s capaci-
tance which depends on temperature or by the load. In Fig. 11
also the frequency response can be seen (RC-approx.) which
results from the simple equivalent circuit of Fig. 6b).

In case of PWM converters the whole apparent power of
the actuator has to be delivered by the inverter and its DC link
via the transformer. Due to this aspect PWM inverters are a
good choaice for sonotrodes which normally have low piezoe-
lectric capacitance (0 1CpRy;<1/2) and low reactive power
consumption.

Filter Filter
‘ A =

Lo

Inverter topologies &) half bridge b) full bridge c) push-pull converter
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Fig. 11: Output voltage of PWM converter

Asusua with PWM converters a cascaded control structure
is used at which the current is controlled in an inner loop
while the voltage of the actuator is controlled in the overlaid
loop.

Fundamental frequency has to be set in a separate control
loop. At sonotrodes with w ,CpR,,<1/2 the phase shift
between the actuator’s voltage and current can be controlled
to zero. By this measure operation close to resonance is
achieved and transfer of reactive power is avoided.

B. Resonant converters

If the power supply shall be relieved from the high reactive
power required by travelling wave motors or other piezoelec-
tric systems with w,,CpRy, >1/2 acompensating coil can be
introduced into the circuit. Thisinductor hasto be designed in
such a manner that the actuator’s capacitance is completed to
aresonant circuit which is tuned to the resonant frequency at
which the system is operated. Two types of resonant convert-
ers having different filter structures have proved to be suita-
ble. They have the following advantages in common:

First, in principle inverter and transformer have to be
designed for the active power only which results in low size
and low losses of these devices. Second, with regard to the fil-
ter characteristic of the resonant circuits low harmonics of the
inverter voltage are suppressed and must not be eliminated by
use of PWM. Thus the switches of the power converter can be
operated with the low fundamental frequency which leads to
another reduction of inverter losses.

Considering the power converter and the piezoel ectric actu-
ator each containing a resonant systems having varying
parameters it can be expected that design of the control is a
demanding task. Additional problems arise at travelling wave
motors at which coupling between the variables of the two
phases exist which cannot be neglected [6].

Converter with low-pass characteristic (LC converter):

A series resonant converter characteristic results when the
filter inductor of the PWM filter is replaced by a resonant
inductor [6], [9]. Consequently the circuit is identical with
that of the PWM inverter already shown at Fig. 10. Again this
circuit has a second-order low-pass characteristic. But now
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the resonance peak is situated in the frequency range in which
the inverter is operated. Consequently the operating point is
strongly influenced by variations of the mechanical load R,
and the actuators capacitance which depends on temperature.
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Fig. 12: Output voltage of LC resonant converter

As can be seen from the output voltage of a LC resonant
converter (i.e. the input voltage of the actuator) depends
strongly on frequency. Therefore voltage control can be per-
formed by variation of frequency. By this measure the operat-
ing point is shifted on the frequency characteristic, see Fig.
12, which causes an increase or decrease of the filter’s output
voltage. Realisation of this control schemeisrelatively smple
but stable operation is only possible at one side of the resonant
peak where the gradient has constant sign. Operation on the
peak, where the reactive power is minimum, is not possible.

With regard to the great variation of frequency characteris-
tic attention has to be played to avoid undue electrical or
mechanical strain. To ensure safe operation the actuator’s
voltage is normally controlled in an underlaid control loop
(which refersto the control loop at PWM converter).

A second possibility for controlling the output voltage of
the LC converter isto vary the rectangular input voltage of the
resonant filter. For this purpose either the DC link voltage or
the width of rectangular half waves can be varied. With these
control strategies frequency can be set independently from
voltage amplitude which makes possible to operate the system
in the peak of the resonant curve.

Converter with band-pass characteristic (LL CC converter):

Closed loop control of the actuator’s voltage can be
avoided by use of a filter with band-pass characteristic [8],
[9]. At this circuit, see Fig. 13, the parallel inductance com-
pensates the reactive power of the piezoelectric capacitance.
The series resonant circuit is used to complete a voltage
divider which is amost independent from frequency in the
middle of its pass band. Since only few reactive power is
delivered by the inverter devices of the series resonant circuit
can be designed for low power only.
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Fig. 13: Full bridge inverter with resonant
LLCCrfilter

The frequency characteristic of the converter’s output volt-
age is shown at Fig. 14. To achieve symmetrical peaks as
shown at the figure series and parallel resonant circuit must be
tuned to the operating frequency (L,Cp = LC = wr_f). The
band width depends on the ratio of the capacitances
a = C/Cp which, for equal resonant frequencies, matches
theratio of characteristicimpedancesa = /L ./Cp/ JL/C,.
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Fig. 14: Output voltage of LLCC resonant converter

The filter of LLCC converter is more complex than a that
of LC converter. But it offers more simplicity with regard to
control. In the middle of its bandwidth, where the converter is
operated, amplitude of output voltage is amost independent
of parameter variations. That is why open loop voltage control
is possible and an underlaid voltage control is not required. As
a consequence better dynamic response is achievable than
with LC converter.

At last a possible disadvantage is mentioned. Due to the
second resonant peak low order harmonics are not suppressed
aswell as with LC converter as can be seen from Fig. 15

[11. CONCLUSION

At piezoel ectric systems strong dependencies exist between
all subsections. They therefore are typical mechatronic sys-
tems which demand for an integrated design of the mechani-
cal and electrical subsystem as well as of the control under
consideration of the requirements of the specific application.
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