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Motivation

Arne Traue and Gerrit Book 2

Reinforcement Learning (RL) Motor Control

Electric Motor Control Machine Learning

 Proof of concept by Maximilian Schenke
 Toolboxes with RL algorithms Keras-RL, Tensorforce, OpenAI Baselines 

Environments for simulation of electric motors in Python
gym-electric-motor (GEM) toolbox
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Reinforcement Learning: Cartpole example

Arne Traue and Gerrit Book 3

https://www.youtube.com/watch?v=46wjA6dqxOM


Actor Critic Cartpole openAI gym tensorflow
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Reinforcement Learning

Arne Traue and Gerrit Book 5

Agent

Environment

Observation 𝒐𝒐𝑡𝑡+1
Reward 𝑟𝑟𝑡𝑡+1

Action 𝒂𝒂𝑡𝑡

Aim: Maximize cumulative reward
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Reinforcement Learning

Arne Traue and Gerrit Book 6

Keras-RL, Tensorforce,
OpenAI Baselines…

GEM Toolbox

OpenAI Gym Interface
Initialization Reset Step Render

Action Space Observation Space
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Requirements to the Toolbox
Gym Interface

To be applicable to many Python RL-toolboxes

Accurate Technical Models 
For close-to-real-world simulation

Reward Function
Defines the optimization criteria

Reference Signal Generation
To train a generally applicable policy

Visualization
To show the training process

Arne Traue and Gerrit Book 8
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OpenAI Gym Interface
Action Space
Set of control commands to the converter
• Discrete switching command
• Continuous duty cycle

Observation Space
Concatenation of the motor quantities and reference quantities
• Continuous values in −𝟏𝟏, +𝟏𝟏 𝒏𝒏

• 𝒏𝒏: Dimension of the observation space

Example observation for a speed controlled series DC motor:
(𝜔𝜔,𝑇𝑇, 𝑖𝑖,𝑢𝑢𝑖𝑖𝑖𝑖,𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠,𝜔𝜔∗)

Arne Traue and Gerrit Book 10
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Technical DC Models

Arne Traue and Gerrit Book 11

𝑖𝑖 𝑢𝑢
1QC ≥ 0 ≥ 0
2QC ≥ ∪≤ 0 ≥ 0
4QC ≥ ∪≤ 0 ≥ ∪≤ 0

Externally Excited Motor
Permanently Excited Motor
Series Motor
Shunt Motor

𝑇𝑇𝐿𝐿 𝜔𝜔𝑚𝑚𝑚𝑚 = sign 𝜔𝜔
(𝑐𝑐𝜔𝜔2 + 𝑏𝑏|𝜔𝜔| + 𝑎𝑎)
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Technical Three Phase Models

Arne Traue and Gerrit Book 12

   

dL

sdu

sdi

qLsRsqi

sqqsq iL-=-

squ

sR

𝑖𝑖 𝑢𝑢
B6-bridge ≥ ∪≤ 0 ≥ ∪≤ 0

𝑇𝑇𝐿𝐿 𝜔𝜔𝑚𝑚𝑚𝑚 = sign 𝜔𝜔 (𝑐𝑐𝜔𝜔2 + 𝑏𝑏|𝜔𝜔| + 𝑎𝑎)

Permanent Magnet Synchronous Motor
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Reference Generation
Standard shapes

Random shape
• Random Fourier spectrum for input voltage
• Limit bandwidth
• Transform to time domain
• Simulate motor
• Clip references to nominal values

Arne Traue and Gerrit Book 13
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Rewards
Reward weights 
𝑤𝑤𝒌𝒌 for each environment state

Reward functions
Negative rewards
Weighted sum of absolute error (WSAE)

𝑟𝑟𝑡𝑡 = −∑𝑘𝑘=0𝑁𝑁 𝑤𝑤 𝑘𝑘 |𝑠𝑠 𝑘𝑘 𝑡𝑡 − 𝑠𝑠 𝑘𝑘 𝑡𝑡
∗ |

Weighted sum of squared error (WSSE)
𝑟𝑟𝑡𝑡 = −∑𝑘𝑘=0𝑁𝑁 𝑤𝑤 𝑘𝑘 𝑠𝑠 𝑘𝑘 𝑡𝑡 − 𝑠𝑠 𝑘𝑘 𝑡𝑡

∗ 2

Arne Traue and Gerrit Book 14

Positive rewards
Shifted weighted sum of absolute error (SWSAE)

𝑟𝑟𝑡𝑡 = 1 − ∑𝑘𝑘=0𝑁𝑁 𝑤𝑤 𝑘𝑘 |𝑠𝑠 𝑘𝑘 𝑡𝑡 − 𝑠𝑠 𝑘𝑘 𝑡𝑡
∗ |

Shifted weighted sum of squared error (SWSSE)
𝑟𝑟𝑡𝑡 = 1 − ∑𝑘𝑘=0𝑁𝑁 𝑤𝑤 𝑘𝑘 𝑠𝑠 𝑘𝑘 𝑡𝑡 − 𝑠𝑠 𝑘𝑘 𝑡𝑡

∗ 2
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Limit Observation
Technical limits must be hold
Limit violation: additional reward (punishment) 

Arne Traue and Gerrit Book 15

Reference

Trajectory

Nominal valuesLimits

t/s

/(1
/s)
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Interaction of the Components

Arne Traue and Gerrit Book 16
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Example
Series DC Motor
Speed control (reward weight for 𝜔𝜔 is 1)
1QC (𝑖𝑖 ≥ 0,𝑢𝑢 ≥ 0)

DDPG-Agent (continuous actions)
Actor and Critic network
7 500 000 training steps (12.5 min)
Shifted weighted sum of absolute error
Random white gaussian noise (decreasing power)

Cascaded PI-Controller
Outer speed control
Inner current control

Actor
Layer Width Activation
Input 6 /

Dense 64 ReLU
Dense 1 Sigmoid

Critic
Layer Width Activation
Input 7 /

Dense 64 ReLU
Dense 1 Linear

Arne Traue and Gerrit Book 18
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Learning Curve
Mean of 10 DDPG-agents 
with standard deviation

Mean absolute error per 
step decreases

Large standard deviation
• Reference types

Mean number of limit 
violations increases linear
• Gaussian noise
• Action repetition 

Arne Traue and Gerrit Book 19
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After about 1 000 000 training steps
Noisy input
MAE = 0.0965
Tracking is worse close to 
the limits

Arne Traue and Gerrit Book 20

DDPG trajectory
Reference
Input voltage
Nominal  values
limits
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After 5 900 000 training steps
Less noisy input
Larger MAE = 0.1122
Trajectory is delayed
Current limit violation

Arne Traue and Gerrit Book 21

DDPG trajectory
Reference
Input voltage
Nominal  values
limits
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7.5M training steps
DDPG-agent (blue, pink)
Good tracking MAE = 0.0133
no noise in the input

PI-Controller (cyan, orange)
𝑀𝑀𝑀𝑀𝑀𝑀 = 0.0024

Larger steady state error with DDPG

MAE of 100 traj. DDPG PI
Min 0.0009 0.001

Mean 0.0631 0.0323
Max 0.7037 0.6381

Arne Traue and Gerrit Book 22

t/s

Reference
Nominal  values
limits
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Outlook
Extend the toolbox 
Induction Machine, Synchronous Reluctance Motor,..
Modularization (Exchangeable components), Unit tests

Optimize the RL-agents
Higher control performance and training speed

Test on real-world motors
Simulation trained agents performance on real motors
Train on real-world data
Combined online and offline training

Embedded online learning
Train the agents directly on real-world motors
Arne Traue and Gerrit Book 25
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Thanks for your Attention!

Arne Traue and Gerrit Book 26

Questions??

Reinforcement Learning
for Electric Motor Control

Gym-Electric-Motor Toolbox
Arne Traue and Gerrit Book
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